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What is TELBE?

Terahertz facility at the ELBE center for High-Power Radiation Sources

• Tunable sources for intense THz radiation 
driven by compact electron accelerator

• Superradiant emission from two radiators
1. Undulator (multicycle)
2. Metal foil (single cycle)



1 ps

THz emission

Mission:
Measure THz-driven dynamics on sub-cycle timescales
 temporal resolution ≪ 100 fs

Pump-probe experiments combine accelerator-based THz 
source with table top laser systems.

Example:
Higgs modes in d-wave superconductors

• Third harmonic response directly visible in E-field
• Phase-resolved detection gives insight into coupling 

of modes

H Chu, MJ Kim, K Katsumi et al., Nat Commun 11, 1793 (2020).

Introduction: Ultrafast experiments at TELBE



107 data points

time sortedbinned intensity levels

Problem solved:
• 12 fs RMS timing accuracy
• dynamic range of 106

Enables
1. Ultrafast experiments at SRF linac-driven photon sources
2. Detailed bunch diagnostics

Post mortem data correction

S. Kovalev et al., Struct. Dyn. 4, 024301 (2017)

Timing and intensity fluctuations at TELBE: Big data challenge: pulse-resolved acquisition at 100 kHz



Post-mortem data analysis (sorting) 
and reduction (binning)

 In routine operation since 2016
 Initial workflow highly labor

intensive, slow

We record:

• Timing: Arrival time monitor system:
 Spectral decoding technique with
CDR-THz

• Intensity: Monitored by fast pyro detectors

• Experimental data (several channels possible)

•  Typically few TB of raw data per campaign

S. Kovalev et al., Struct. Dyn. 4, 024301 (2017)

Pulse-resolved detection and data sorting



CDR screen
(broadband THz source)

Undulator
(narrowband THz source)
- Parameters are set by ELBE operators on user request
- Recorded manually in ELBE logbook (web access)

fs-amplified laser system
- Controlled by proprietary 
software (Coherent Inc.)
- Manual logging of laser 

parameters (depending on 
need)

- Rep. rate is 2 x acc. rep. rate

Arrival time monitor
(timing measurement via 
spectral decoding)
- High speed line array camera, 

line images of spectra recorded 
at acc. rep. rate

ELBE gun and accelerator
- Parameters are set by ELBE 

operators on user request 
(defining rep. rate, THz frequency 
in the lab)

- Parameters recorded manually in 
ELBE logbook (web access)

- Typical accelerator rep. rates: 25 
to 250 kHz

Master 
clock

Synchronization unit 
(coherent Synchrolock)
- Controlled by proprietary 
software (Coherent Inc.)
- Manual logging of unit 
parameters (depending on need) 

TELBE lab

800 nm
30 to 100 fs

Bandpass filter(s)
- Manually operated

e- beam

Polarizers for THz 
power + polarization 
control
- Partly computer 
operated

Lab equipment controllers 
(standalone and PC 
controlled)
- Software is partly based on 

LabView (magnet cryostat), 
partly proprietary (beam 
profilers, ...)

- Most devices can be controlled 
by software; implementation 
of software control via 
LabView is ongoing

- Information/metadata is 
manually entered/uploaded to 
ELN

Sample environment
Typical controllable parameters:
- Temperature (via He flow, heater)
- Magnetic field (superconducting magnet cryostat)
- Vacuum/pressure
- Sample orientation

Data acquisition system
- LabView-based program
- Object identifiers are synchronized automatically with openBIS 

database
- Controls and logs:

- Storage locations and writing to disc
- Delay stages
- Sample environment parameters, beam properties, 

sample information can be entered manually

Pulse-resolved 
intensity monitor

openBIS ELN and database
• Structured database containing projects, 

experiments, experimental steps, and sample 
information as hierarchic objects (manually 
generated)

• Automatic generation of Logbook entry for 
each measurement

• Automatic upload of binned datasets and 
overview plots

Object identifiers,
storage locations Metadata

Beam diagnostics
- Power meter (manual 

operation)
- beam profiler (THz + NIR) 

(controlled via separate 
PC, images stored locally)

800 nm
Chirped to few ps

Detectors and signal 
amplifiers
- Mostly fast balanced photodiodes, 

photomultipliers adapted to exact 
experimental scheme

- Preamplifier(s) (manually controlled)

/bigdata
- Storage of raw and 
binned data

HPC cluster
- Runs Python scripts

Raw 
data

Commands for data 
treatment

Measurement data

GitLab repository
- For Python scripts, 
documentation

RODARE
- Archive

THz radiation (accelerator source)

NIR radiation (table-top laser)

Experimental data

Metadata, commands, etc.

Minimal 
information 
necessary to 
understand and 
reproduce the data

Integration
of all essential 
components



Goals:
• Automatic recording and assignment of

metadata
• Fast and automatic data sorting, binning and

displaying
• Easy data sharing and export
• Easy data archiving

• Facilitating remote access
• Towards fulfilling the FAIR principle

• Not straightforward in case of typical TELBE data
rates.

Strategy: Use HZDR computational expertise and
ressources

Thomas Gruber, Oliver Knodel (FWCC) et al.

• overall workflow development and integration

• openBIS labbook and database

• HPC cluster for data sorting

• LabView interface for data recording and user
input

• Python code development

• RODARE repository for long-term storage and
raw data exchange

The big data challenge



• “Chunking” of functional 
units.

• Combination of established 
tools/platforms and custom 
solutions

• Requires strong IT support 
and integration
(sensors, data acquisition, 
software, web services, etc.)

Schematic TELBE data workflow



How to document the TELBE data workflow as a whole? 

The PaN training platform UX

HZDR PaN training platform

• Goal: Integration of raw-data repositories, metadata, software 
• Easy editing directly in the browser
• Intuitive workflow scheme

https://pan-training.hzdr.de/workflows
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Metadata management – the openBIS interface

Main features:
• Automatic logging of each

measurement

• Upload of binned data and
instant plotting for quick 
overview

•  saves work of one person

• Strong assistance from IT 
needed for initial setup.
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Data archiving – the RODARE repository

• HZDR internal repository
• Supports open publishing (DOI) and

restricted sharing of raw data.
• Process still largely manual


