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Abstract: Person re-identification (Re-id) is one of the 
important tools of video surveillance systems, which aims to 
recognize an individual across the multiple disjoint sensors of a 
camera network. Despite the recent advances on RGB 
camera-based person re-identification methods under normal 
lighting conditions, Re-id researchers fail to take advantages of 
modern RGB-D sensor-based additional information (e.g. depth 
and skeleton information). When traditional RGB-based cameras 
fail to capture the video under poor illumination conditions, 
RGB-D sensor-based additional information can be advantageous 
to tackle these constraints. This work takes depth images and 
skeleton joint points as additional information along with RGB 
appearance cues and proposes a person re-identification method. 
We combine 4-channel RGB-D image features with skeleton 
information using score-level fusion strategy in dissimilarity space 
to increase re-identification accuracy.  Moreover, our propose 
method overcomes the illumination problem because we use 
illumination invariant depth image and skeleton information. We 
carried out rigorous experiments on two publicly available 
RGBD-ID re-identification datasets and proved the use of 
combined features of 4-channel RGB-D images and skeleton 
information boost up the rank 1 recognition accuracy. 

Keywords: Re-identification, RGB-D features, Skeleton 
information, Video surveillance. 

I. INTRODUCTION 

Person re-identification is the task of recognizing an 

individual across the distributed camera views. Retrieval of a 
specific person from a large number of camera views has 
broad applications including multi-camera tracking, access 
control, public security event management, and sports 
analytics. Person re-identification is a very challenging task 
because same individual appears in different views on 
different cameras. However, sometimes RGB 
appearance-based camera cannot capture the video of an 
individual under extremely low lighting conditions. 
Moreover, illumination conditions fluctuate frequently from 
one camera location to another, also different times of the 
day. As a result, when same individual passes through one 
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camera to another, it is much more difficult to recognize them 
in the camera network due to the aforementioned constraints 
(see in Fig. 1). 

 

Fig. 1. Example image sequences illustrate (a) Viewpoint 
variations and (b) illumination variations where sample 

images are taken from MSMT17 [12] and IAS-Lab 
RGBD-ID [8]. 

In recent years, some Re-id researchers have been 
proposed several methods to address the problems mentioned 
above. Most of the existing approaches use RGB appearance 
cues captured by traditional RGB cameras [1-4]. After 
invention of modern RGB-D sensors (e.g. Intel RealSense 
Depth Camera and Microsoft Kinect), Re-id researchers 
proposed some methods to overcome illumination problem 
[5-10]. Those approaches also gained high recognition 
accuracy using multi-modal features because RGB-D sensors 
simultaneously provide RGB, depth and skeleton information 
[11] (see in Fig. 2). Although existing approaches use 
multi-modal features, such as RGB, depth and skeleton joint 
points as additional information, most of them cannot 
properly utilize them. In [6], We et al. use two modalities: 
depth shape descriptors and skeleton information. Imani et al. 
[10] consider local shape descriptor and anthropometric 
measure to tackle the illumination problem. Both methods 
use score-level fusion techniques to combine depth and 
skeleton features. In some Re-id methods, depth images are 
converted to point cloud, and each point cloud frame is 
warped up with skeleton standard poses [7, 8]. In [9], Imani et 
al. extract histogram oriented local vector pattern features 
from both RGB and depth images, and skeleton features are 
estimated by calculating Euclidean distances among skeleton 
joint points.  Then, extracted features from different 
modalities are combined with score-level fusion. Igor 
Barbosa et al measures two features: Skeleton based features 
and Surface-based features from depth data to construct soft 
biometric cues which are illumination invariant descriptors. 
However, performance of the above-mentioned methods are 
not promising because they haven’t utilized all the modalities 

properly to construct robust features, which help to increase 
the re-identification performance. 
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Fig. 2. RGB, Depth and Skeleton generation using Microsoft Kinect SDK

This work constructs 4-channel RGB-D image by 
allocating an extra channel for a single-channel depth image. 
Using 4-channel RGB-D images, we extract robust features 
using a deep CNN network. Beside this features, we also 
consider another anthropometric features, skeleton 
information of an individual, particularly which are 
illumination and color invariant. Then, we estimate 
anthropometric geometric characteristics from skeleton joints 
points by measuring Euclidean distance among the different 
body joint points. 4-channel RGB-D based CNN features and 
skeleton features are used to calculate the score separately 
between prove and gallery set. Finally, both scores are fused 
in dissimilarity spaces using score-level fusion strategy. 

Our contributions are summarized as follows: 
1. We propose a person re-identification method for fusing 

4-channel RGB-D and skeleton information in dissimilarity 
space to gain high re-identification accuracy.  

2. We performed extensive experiments on two publicly 
available dataset and gained high recognition accuracy, 
proving that our method is effective. 

We organized the remaining section of our paper as 
follows. In section 2, we describe related works that are more 
relevant to our work, especially emphasize the RGB-D 
sensor-based person re-identification approaches. Our 
proposed approach is explained in section 3. Experimental 
analysis and dataset description are discussed in section 4. 
Finally, we summarized our work in section 5. 

II.  RELATED WORKS 

This section reviews the background of RGB, depth and 
skeleton-based person re-identification methods that are most 
relevant to our work. RGB-D sensors can provide different 

modalities simultaneously, which can be employed to 
recognize an individual under diverse illumination 
conditions. However, when an individual passes through 
distributed camera network, he may change his clothes. This 
problem can be addressed by using illumination and color 
invariant depth and skeleton modalities. Based on the 
different modalities, existing Re-id works can be divided into 
different categories: (i) RGB and Depth based Re-id (ii) RGB 
and Skeleton based Re-id (iii) Depth and Skeleton based 
Re-id and (iv) RGB, Depth and Skeleton based Re-id. 

Some state-of-the-art deep learning methods have been 
proposed [13-19] based on the RGB and depth modalities. 
Ren et al. [13, 14] introduced a multi-modal uniform and 
variational deep learning method for person re-identification, 
where [13] define a network to combine features extracted 
from processed depth images and RGB images to a fusion 
layer. In Ref. [14], authors design an auto-encoder which 
finds a latent variable into a common subspace. Auto-encoder 
retains complete information extracted from RGB and depth 
images, and create a relationship between RGB and depth 
features. A multimodal neural network for attention model 
and overhead was proposed in [15, 16]. In [15], Lejbolle et al. 
developed a CNN network which takes RGB and depth 
images as input and finally provides fused features. These 
combined features are used to recognize an individual from 
image sequences. In [16], authors proposed an attention 
network to extract local features from RGB and depth 
modalities and finally fused these features at globally.  
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Uddin et al. [17] introduced a depth guided attention model 
for person re-identification where they extract foreground 
part of an image using a mask, which removes the 
background part. Removing the background region from the 
image helps to extract robust features and increase the 
recognition accuracy. A triplet-based deep learning method 
for retail application was developed in [18], where overhead 
RGB-D based video data was collected for Re-id and 
background part was removed to separate an individual from 
whole scene. In [19], authors calculated the scores separately 
which were taken from 3-channel and 4-channel image-based 
Re-id, and finally fused both score in dissimilarity space to 
get final score for recognition of an individual. Uddin et al. 
[20] utilized local shape information of RGB and depth 
modalities and proposed a cross-modal person 
re-identification method. 

Apart from the above works, some state-of-the-art 
methods utilize the RGB image and skeleton information for 
Re-id [21-24]. In Ref. [21], authors fuse RGB appearance 
features with anthropometric features extracted from depth 
domain. Liu et al. [22] proposed a feature funnel model for 
person Re-id which fully uses the RGB appearance features 
and skeleton information. A point cloud based Re-id 
framework was developed in [23], where a skeleton standard 
posture was defined to create a partitioned grid of the point 
cloud on different positions of an individual. In [24], authors 
proposed a top view configuration for person Re-id method to 
reduce the occlusion problem. Some re-identification 
approaches tried to address the clothing changes problem 
which can occur in long-term monitoring systems.  

 

Fig. 3. Our proposed Re-id framework. This framework has three parts: 1) Skeleton information is taken as input 
and calculate the skeleton-based features in the first part. 2) In the second part, 4-channel RGB-D images are fed into 

the CNN model to train the whole RGB-D image-based network and 3) Dissimilarity scores from both parts are 
calculated among the individuals, and then finally fused both scores to get final ranking. 

In some situation, when some cameras are installed in 
deplorable lighting conditions, in this scenario, color 
information is not reliable at all because traditional 
RGB-based camera fails to capture color cues. To address 
these obstacles, some state-of-the art approaches used 
illumination and color invariant depth and skeleton 
information [5-10]. Imani et al. [25] proposed a short term 
person re-identification method. They extract local vector 
pattern both from RGB and depth modalities. Skeleton 
features are extracted from different geometric measurement 

by using body joint points. Finally, the result of the triplet 
combination is calculated using score-level fusion. 

In contrast to the above existing methods, we proposed a 
4-channel image-based and anthropometric feature-based 
person re-identification method, which effectively addresses 
the problems mentioned above and gains high recognition 
rates. 
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III. PROPOSED APPROACH 

In this section, we describes our proposed skeleton and 
4-channel RGB-D image-based person re-identification 
method. The overall framework of our proposed approach is 
illustrated in Fig. 3. Our proposed framework is divided into 
three parts: a) Geometric feature extraction from skeleton 
joint points, and then dissimilarity score calculation between 
the query and gallery images on the same testing dataset. b) 
4-channel RGB-D feature extraction from trained network, 
and then calculate the dissimilarity score on the testing set 
and b) finally, fuse both scores in dissimilarity space using 
score-level fusion technique. 

A. Skeleton-based Geometric Feature Calculation 

3D location of body joint points are tracked by Microsoft 
SDK tracker [7]. The length of different joint points and the 
ratio between them carries physical information of a person. 
Therefore, we can easily distinguish the individuals. Though 
it is difficult to calculate the length of joint points when a 
pedestrian appears in side-view, but we can easily estimate 
the Euclidean distances between limb joint points and their 
ratios when appears in frontal view. We calculate the 
skeleton-based feature vector, which contains 13 distance 
values and ratios, where ratios are calculated from the 
positions of joint points (see in Fig. 4). 

 

Fig. 4. Illustration of body joint points tracked by Kinect 
SDK [7]. 

The feature vector contains the following length and ratio 
information: 1) the height of head, 2) the height of neck, 3) 
distance between neck to left shoulder, 4) neck to right 
shoulder, 5) right shoulder to torso, 6) the length of left arm, 
7) the length of right arm, 8) the length of left upper leg, 9) 
the length of right upper leg, 10) the length of torso, 11) the 
ratio between left upper leg and torso length, 12) the ratio 
between right upper leg and torso length. All distances are 
measured in cm. The feature vector is defined as  
                                   X= [d1, d2, d3, …, d13] 

B. RGB-D Image-based Model Training 

We follow the same strategy for RGB-D model training in 
[19]. In this method, 4-channel adapting CNN was proposed 
for RGB-D images. To train this model triplet loss function is 
used because triplet loss function has the ability to pull 

distance of feature vectors (i.e.  and ) for same person 
(i.e. anchor image ‘a’ and positive image ‘p’) and push the 

distance for different persons (i.e. anchor ‘a’ and negative 

image ‘n). Triplet loss function is defined as 

 
Where m is predefined margin for regularizing the 

distance and  is square Euclidean distance. In our 
training procedure, particularly we follow the batch-hard 
triplet generation strategy [35] for choosing right 
combination of triplet inputs. 

C. Fusion Rule 

The scores obtained from skeleton-based Re-id and 
RGB-D image-based Re-id are fused using score level-fusion 
strategy using summing rule. Most the existing methods for 
multi-modal fusion follow this rule which is denoted as 

 
where  and  are dissimilarity 

scores which are estimated from skeleton-based features and 
RGB-D based features respectively between query (q) and 
gallery (G) set, and where  is the final score.  
And ω is fusion weight. 

IV. EXPERIMENTS 

In this section, we describe our experimental evaluations. 
We evaluated our proposed re-identification framework on 
two publicly available datasets RGBD-ID [5] and RobotPKU 
[22], which were collected by Microsoft Kinect camera. 

A. Datasets 

There are some publicly available datasets, such as 
IAS-Lab RGBD-ID [8], KinectREID [21] and BIWI 
RGBD-ID [7]. Still, we choose RGBD-ID and RobotPKU 
datasets for our experiments because of the size of the 
dataset. As we train our CNN model, we need a large dataset 
containing decent number of people to train a good model. In 
this case, RGBD-ID and RobotPKU datasets meet our 
experimental requirements. RobotPKU dataset was captured 
by Microsoft Kinect camera in two disjoint locations, has two 
groups, still and walking. Each group contains 180 video 
sequences of 90 people. The video frames that cannot capture 
depth image and skeleton information properly, were 
discarded from our experiments. RGBD-ID dataset has four 
groups such as walking1, walking2, collaborative and 
backwards. Each group has RGB, 3D point cloud of depth 
frame, and skeleton information of 79 people. In this dataset, 
some people wore different dresses in different acquisitions.  

B. Evaluation Protocol 

We evaluated our result using rank-k accuracy, and 
Cumulative Matching Characteristic (CMC) [26] curve as 
re-identification literature follow this evaluation rule [3, 6, 
27-29, 34]. Rank-k accuracy is measured with cumulative  
recognition of the correct match of an individual at k-th 
position in the rank. We repeat our experiments 10 times, and 
the table reports the average results of rank 1, 5 and 10 
accuracies and mean average precision 
(mAP). 
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C. Implementation Details 

When we trained our model with 4-channel RGB-D image, 
we set some initial parameter values, including momentum 
(0.9), initial learning rate (0.01), weight decay (5×10-4) and 
margin value m=0.3 in (1). We follow the data augmentation 
strategy and horizontal flip technique when train our network 
[31]. We resized all the images to 256×192 before feeding to 
the network and set the batch size 20×4=80. According to the 
batch-hard triplet loss strategy, every iteration takes images 
from 20 different persons with 4 instances per person to form 
a mini-batch.  In all our experiments, we randomly select half 
of the people for training and half of the people for testing 
from each dataset. We set fusion weight ω=1 in (2). We 

implement our model on Pytorch platform [30]. 

D. Experimental Evaluations 

We performed all our experiments on the RobotPKU and 
RGBD-ID datasets. First, we compare our Re-id framework 
with baseline method, RGB-D feature-based Re-id. Then we 
compare our proposed approach with existing state-of-the-art 
re-identification methods. 

Table-I. Comparison of our score-level fusion method 
with baseline method on RGBD-ID dataset. 

Methods 
RGBD-ID 

rank 1 rank 5 rank 10 mAP 

RGB-D CNN 

feature-based Re-id 
78.65 83.33 86.86 68.32 

Our proposed 

approach (RGB-D + 

Skeleton) 

80.67 86.45 90.20 73.48 

 
Here we consider RGB-D CNN feature-based 
re-identification as our baseline method. We compare this 
baseline method with our proposed score-level fusion of 
RGB-D and skeleton based Re-id. Table I and II report the 
comparison results for RGBD-ID and RobotPKU datasets, 
respectively. 

Table-II. Comparison of our proposed RGB-D and 
Skeleton based score-level fusion method with the 

baseline method on RobotPKU dataset. 

Methods 
RobotPKU 

rank 1 rank 5 rank 10 mAP 

RGB-D CNN 

feature-based Re-id 
89.63 93.45 95.80 84.27 

Our proposed 

approach 

(RGB-D + Skeleton) 

92.95 96.45 97.39 88.45 

 
Table I and II clearly show that our proposed approach 
outperforms the rank 1, 5 and 10 results, and mAP for 
RGBD-ID and RobotPKU dataset, respectively. Table I 
reports that Rank 1 accuracy and mAP of our proposed 
method for RGBD-ID dataset is 80.67% and 73.48%, and 
78.65% and 68.32% for our baseline method, so total gain 
2.02% and 5.16%, respectively. Table II shows that the mAP 
and rank 1 accuracy are 88.45% and 92.95% for our proposed 
approach, and 84.27% and 89.63% for baseline method, with 

gain 4.18% and 3.32%, respectively. However, total gain for 
mAP is high compared to rank 1 accuracy for both datasets. 

 

Fig. 5. Comparison results of our Re-id approach with 
state-of-the-art methods for RGBD-ID dataset. 

Comparison with Existing Methods. This experimental 
analysis aims to compare our method with existing 
state-of-the-art methods. We compare our Re-id framework 
with state-of-the-art methods for both experimental datasets. 
Fig. 5 and 6 show the comparison result with existing 
methods  for RGBD-ID and RobotPKU datasets, 
respectively.  
Here, rank 1 accuracy is considered for comparison because 
rank 1 accuracy has most significant impact on 
re-identification system. 

 

Fig. 6. Comparison results of our method with existing 
re-identification approaches for RobotPKU dataset. 

The result from Fig. 5, we see that our proposed 
re-identification method outperforms the state-of-the-art 
methods. Our method achieves 80.67% rank 1 accuracy for 
RGBD-ID dataset. However, Fig. 6 shows that the rank 1 
accuracy for Robot PKU dataset is 92.95%, which is the 
highest of all existing methods. From the result, it can be said 
that our score-level fusion of RGB-D and skeleton based 
Re-id method achieves superior result compared to 
state-of-the-art approaches. 

V. CONCLUSION 

This paper presents an RGB-D and skeleton-based person 
re-identification method to address the some constraints, 
such as illumination and clothing changes problem. To 
construct robust features, we considered 3-channel RGB and 
single-channel depth images to form a 4-channel 
RGB-D image. 
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 From 4-channel RGB-D images, we extract CNN 
features. These features are used to calculate the recognition 
score. One the other hand, color invariant skeleton-based 
anthropometric features are extracted from skeleton 
information by calculating Euclidean distance from body 
joint points. Skeleton features are used to calculate the score, 
and then finally fused both scores in dissimilarity space to 
gain final ranking for person re-identification. Our proposed 
method achieves superior result using multi-modal features. 
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