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 

Abstract: Paper This paper presents a hardware architecture 

for image-adaptive watermarking in the wavelet domain. The 

embedding strength factor is selected by calculating the energy 

present between the different frequency bands.  The current 

algorithm is constructed on a CDF 5/3 wavelet based on the 

model of lossless compression JPEG 2000. Wavelet filters are 

implemented using a parallel architecture with a lifting scheme, 

which makes them more efficient in terms of speed and 

hardware utilization. The top module of the system is built with 

the combination of serial-parallel architecture to balance the 

speed and power consumption. The presented watermarking 

system is tested using hardware in the loop-testing technique. 

The objective is to develop an image-adaptive, real time, low 

power consumption and robust watermarking system, which can 

be incorporated into existing hardware such as digital cameras, 

scanners, and camcorders. The watermarking system's 

efficiency against different assaults has been evaluated using the 

StirMark software.   The proposed watermarking system showed 

robustness against most of the geometric and non-geometric 

attacks. 

 

Keywords: Discrete Wavelet Transform (DWT), Field 

Programable Gate Array (FPGA), Hardware in the loop (HIL), 

Watermarking, Cohen–Daubechies–Feauveau wavelet (CDF).     

I. INTRODUCTION 

In manipulating digital material, the fast growth of computer 

and internet technologies has provided consumers the 

ultimate power. These electronic contents are most often 

altered without the permission of its owner. This is often 

referred to as digital piracy. Digital piracy involves illegally 

copying, using and distributing copyrighted digital data. 

Using the free internet software can readily create, copy, 

process, store and distribute digitized multimedia.   Digital 

Rights Management (DRM) is a technology compilation that 

addresses problems linked to digital property rights. Digital 

watermarking is one of DRM's technologies [1].  The term 

watermark has been introduced from the paper industry. 

Digital world brought the same concept of paper 

watermarking and called digital watermarking. 

Watermarking is a process that integrates an informed 

signal, called a watermark, into a multimedia object such as 

an authentication image to protect the rights of ownership. It 

is possible to decode the integrated data to define the 

copyright owner [2][3]. 
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 In many respects, watermarking methods can be split into 

different classifications. Depending on the domain of 

insertion and removal used, watermarking can be grouped 

into three main techniques. These are methods of 

space-domain, transform-domain, and color-space. The 

space-domain technique includes an algorithm that operates 

directly on the host image's pixel values [4]. In the 

transform-domain method, the pixel values are transformed 

into another domain by applying appropriate transform 

techniques like Discrete Cosine Transform (DCT) [5][6], 

Discrete Wavelet Transform (DWT) [7][8] and Hadamard 

Transform [9][10]. It is has been observed that the spatial 

domain watermarks are weaker than the frequency-domain 

watermarking methods [11]. However, compared to the 

frequency-domain scheme, the spatial-domain watermarking 

scheme requires fewer computations.   The color image is 

transformed from one color space to another in the color 

space, then the watermark is embedded into one of the color 

planes [12]. A number of literature exist on the software 

approach for image watermarking [6][7][13][14][15]. The 

hardware implementation of digital watermarking has the 

following advantages [16][17][18]:  

1. It provides an optimized particular layout that is a tiny, 

quick, and possibly inexpensive watermarking device. 

2. It is best suited for real-time applications with 

deterministic and brief computation time. 

3. Digital cameras and scanners, graphics handling systems, 

and others can readily integrate the hardware-based 

watermarking device. 

4. The watermarking system based on hardware also 

consumes less energy than the software, which needs a 

general-purpose processor to make it suitable for 

battery-operated applications. 

5. The price of using system-on-chip (SoC) technology is 

small relative to software explicitly used for watermarking. 

This paper is organized in eight parts: related work, novel 

contribution, watermarking algorithm, watermark detection, 

hardware implementation, quality measures of watermarked 

images and performance evaluation under various attacks. 

II.  RELATED WORK 

Hardware-based watermarking has been the subject of a few 

studies as mentioned here.  

Jana et al. [19] presented an FPGA prototype of  the 

reversible watermarking method in the DCT domain. The  

image is divided into 8 by 8 blocks of pixels and then  DCT is 

calculated. Random blocks are selected to embed the 

watermark. The binary watermark is created from the DC 

coefficient of the transformed DCT blocks. This binary 

watermark is then inserted into  
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the coefficients of the DCT using the modulation process of 

the spread spectrum (SS).   In decoding processes, a 

suspected image is divided into blocks and IDCT is 

calculated. The random sequence is generated from the user 

key and correlation is calculated. If the correlation is above 

the desired threshold value, then the watermark is detected in 

the suspected image. The embedding effect can be reversed to 

obtain the original image.     

In [20], the author has proposed the watermarking processor 

in FPGA and an application-specified integrated circuit 

(ASIC) version of the same. The algorithm converts the 

cover image into a binary image by applying the threshold. 

The binary image is then portioned into 3×3 blocks and the 

central pixel value is flipped by using logical operations. 

XOR or a concatenate operation is performed with the 

payload watermark to generate the watermarked image. The 

watermarked image and the original image are compared to 

verify authentication. The synthesis of the chip is performed 

using the XILINX ISE tools targeting Xilinx VIRTEX-E 

FPGA technology (XCV50E-8-CS144).     

Very large scale integration (VLSI) architecture for visible 

image watermarking is presented in [21]. The proposed 

watermarking scheme is implemented on FPGA. The  image 

is tiled  into 8×8 pixels blocks and for each block 1D DCT is 

calculated. The scaling factors are computed from the DCT 

coefficients. The watermark DCT coefficients and the image 

coefficients are added together to form a watermarked image. 

The proposed architecture is implemented on Xilinx Virtex 

V technology-based FPGA targeting device as XC5VLX330 

(DSP 48E).  

Elias Kougianos et al. proposed a spatial domain 

watermarking architecture and chip in [17]. The authors 

have implemented an invisible robust spatial domain. A 

ternary image watermark is inserted in the image by 

modifying its nearest neighborhood with an appropriate 

scaling factor. The watermark can be extracted by comparing 

the original image and the watermarked image. The 

synthesis of the chip is carried out using Synplify ProTM tool 

and implemented on Xilinx VIRTEX-II technology with the 

XCV50-BG256-6 target device. The simulations were done 

using the ModelSim.        

The advance encryption standard (AES)  and 

wavelet-domain watermarking method are described in [22]. 

The cover image is transformed into wavelet domain and the 

watermark is encrypted using AES. The encrypted 

watermark and transformed image are added together to 

obtain a watermarked image. The watermark is embedded 

into the low frequency components of the transformed image. 

The algorithm was implemented on Virtex 6 FPGA 

(XC6VCX75T) using Xilinx 14.1 ISE tools.    

Ahmed et al. [23] proposed a quantization-based image 

watermarking method in the wavelet domain. The cover 

image is transformed into the wavelet domain using CDF 5/3 

filter. In the transformed image, the LL3 band is selected for 

embedding processes. A binary watermark is then embedded 

in the LL3 band by modifying the relationship between the 

coefficients. In the detection processes, the wavelet 

coefficients are compared, and if the relation is above the 

threshold limit, then it is treated as ‘1’ and if it is less, then it 

is ‘0’. The method was implemented using the Xilinx system 

generator software and targeting the VIRTEX4 

(VLX100FFL148-2) device from Xilinx. Note that the 

watermark detection processes are blind.  The design 

operates on a 141.9-MHz clock frequency. 

The dual-mode watermarking  algorithm for  spatial and fast 

Walsh-Hadamard (FWH) domain is  proposed in [24]. In 

spatial-domain watermarking, the cover image and 

watermark image is divided into B×B blocks. The binary 

watermark image is embedded into the cover image by 

adding a pseudo random sequence. For transform-domain 

watermarking, the cover image is divided into blocks and 

then FWH is calculated. A binary watermark is then 

embedded by adding a pseudo random sequence into the 

transformed coefficients. To detect a watermark, the 

suspected image is divided into blocks and FWH is calculated 

for each block. Correlation is calculated between the pseudo 

random sequence and the transformed block. If the 

correlation that exists is greater than the threshold limit, then 

the watermark bit ‘1’ is recovered, otherwise it is ‘0’. The 

proposed watermarking algorithm was implemented on 

Virtex 4 series (XC4VLX200-11FF1513) from Xilinx. The 

transform-domain design consumes 1146 mW power and the 

spatial domain consumes 627 mW of power. Both designs 

operate on a 90.131-MHz clock frequency.     

A secure digital camera for real-time DRM is proposed by 

Mohanty in [25]. The proposed prototype embeds an 

encrypted watermarking logo image within the cover image.  

In the proposed algorithm, the color image is divided into 

YCbCr, and the luminance component is chosen for 

watermarking. The luminance component is divided into 

equal-size blocks, and the DCT is calculated for each block 

separately. The DC and lower frequency components are 

selected for the watermarking. A 2×2 block of the encrypted 

image is embedded in the cover image using additive and 

subtractive equitations. For the DC and lower frequency 

components, separate gain values are used to minimize 

visual distortion. The prototype was implemented on Xilinx 

Virtex-II technology. The proposed architecture consumes 

3.7 mW of power and operates on a 256-MHz clock 

frequency. 

III. NOVEL CONTRIBUTION 

The data in Table I shows that less contribution has been 

made to the hardware implementation of image 

watermarking on FPGA. We have presented a parallel 

architecture for CDF 5/3 wavelet with a lifting scheme. A 

parallel approach makes the filter faster in terms of 

calculation and the lifting scheme makes it 

hardware-efficient. The top module (i.e. block processing 

unit) is implemented with the combination of serial and 

parallel architectures. This approach is used to increase the 

speed, but at the same time requires less hardware and power. 

This paper also presents the multiplier-less approach to 

implement the CDF 5/3 filter and the watermark-embedding 

equation. The image quality parameters of the watermarked 

image are calculated and presented in this paper. We have 

also discussed the simulation as well as synthesis results. 

This paper also describes the performance of the 

watermarking system under 

various geometric and 

non-geometric attacks. 
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Table I Watermarking Methods 

 

IV. PROPOSED WATERMARKING SCHEME 

In the domain of image compression, the wavelet 

transformation is gaining significance. The latest 

compression standard JPEG2000 offers a fresh compression 

engine that enables many neighboring features such as 

progressive transmission. It also has the ability to identify 

Regions of Interest (ROI) in a picture, the scalability of the 

spatial and signal to noise ratio (SNR), the resilience of 

errors and the option of security of intellectual property 

rights [26][27]. It has appeared with a range of important 

characteristics that would enable it to be used effectively 

across a broad range of pictures. Interestingly enough, a 

unified algorithm incorporates all these 

characteristics.JPEG2000 is the latest verse. 

 The scheme presented is built on CDF 5/3 wavelet filters, 

which are also the foundation for the JPEG2000 lossless 

compression system. A revised version of the lifting system 

was implemented as outlined in[ 28][29]. The benefit of the 

lifting scheme is that the amount of multiplications and 

additions is lowered relative to the application of the 

filter-bank, resulting in a much more efficient use of energy 

and chip region.   Its modular design is suitable for hardware 

implementation. 

 
Fig. 1.  Lifting scheme 

The incoming pixels are split into two odd and even sample 

of disjoint sets, and the predicted stage calculates results in 

the odd set of pixels where α= -0.5 is called as a predict 

coefficient.    The update step is to update the even set using 

the fresh wavelet coefficients in the strange set, where β=0.25 

is called as the update-step coefficient. Instead of multiplying 

the update and predicting values, the value is right-shifted by 

two in the predicted stage and then subtracted to calculate the 

results information. Data is right-shifted by four in an update 

phase and inserted to get approximation values. 

   The cover image IMN cover image is split into 

non-overlapping size BxB blocks. For each block, the CDF 

5/3 wavelet transformation is calculated separately. The 

wavelet energy coefficients are calculated using equations (1) 

and (2) for the sub-bands LL and HH. Using equation (3), the 

energy between LH and HL band is drawn on average. The 

gain factor is determined in the sub-bands depending on the 

energy. The Following abbreviations are used in the paper. 

EL -Energy in LL Band  

EH -Energy in HH band  

EM -Average energy in HL and LH band  

     I(m,n) - Cover image (size m×n) 

     IW –Watermarked image 

     N-block number  

     g- gain  

  

 

  

 

 

V. WATERMARK DETECTION 

Blind and non-blind methods can detect watermarks and a 

program has been developed to detect the watermark using 

the MatLab software. The presumed image and the original 

image are split into BxB blocks in a non-blind technique. For 

each block, CDF 5/3 is calculated. Using equation (4), the 

binary watermark is retrieved. 

 

 
 

σ represents the threshold for converting the difference 

into binary.   

  In blind watermark detection method, the binary logo 

image is perceived as a PN sequence and the correlation is 

calculated between the alleged image and watermark. The 

alleged image is divided into BXB blocks and DWT 

coefficients are calculated. The equation (5) calculates the 

correlation between the watermark and the 

wavelet-transformed matrix. 
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Fig. 2.  Watermarking algorithm 

 

 
Fig. 3.  Watermarked image 

  

 
Fig. 4.  Block number vs gain 

VI. WATERMARK DETECTION 

Blind and non-blind methods can detect watermarks and a 

program has been developed to detect the watermark using 

the MatLab software. The presumed image and the original 

image are split into BxB blocks in a non-blind technique. For 

each block, CDF 5/3 is calculated. Using equation (4), the 

binary watermark is retrieved. 

 
σ represents the threshold for converting the difference 

into binary.   

  In blind watermark detection method, the binary logo 

image is perceived as a PN sequence and the correlation is 

calculated between the alleged image and watermark. The 

alleged image is divided into BXB blocks and DWT 

coefficients are calculated. The equation (5) calculates the 

correlation between the watermark and the 

wavelet-transformed matrix. 

 
If the value of γ is greater than 0.8, then the watermark is 

detected. 

VII. ARCHITECTURES FOR THE 

WATERMARKING ALGORITHM 

In this section, we describe the VLSI architectures for the 

invisible-watermarking unit. Figure 5 shows the top module 

of the watermarking system. It consists of the memories for 

the image storage, block-processing unit and address 

generator. Two separate memories are used to store the cover 

image and watermarked image. Address generator block 

generates a sequence of address in such a way that the block 

of pixels is extracted from the memory. Same addresses are 

used to store the watermarked image block with delay. This 

delay is equal to the time taken by the block-processing unit 

to insert the watermark. Note that the block-processing unit 

is the most important unit. This unit calculates CDF 5/3 

wavelets, inserts a watermark and calculates inverse CDF 5/3 

wavelets. 

 
Fig. 5. Block diagram of the watermarking unit 

A. Address Generator  

The address-generator module generates the sequence of 

addresses to extract the block of pixels from the cover image. 

In the proposed algorithm, the block size is 8×8 and the cover 

image size is 512×512. Equation (6) is used to generate the 

address. 
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where x, y, p and q are the counters. Counter x counts from 0 

to 7; each time when the counter finishes its count, counter y 

is incremented by one. When one block pixels are over, p is 

incremented by one, and when 64 blocks are completed, q is 

incremented by one. This process continues till all the 4096 

blocks are over. Figure 6 shows the address generation 

mechanism. 

B. Block-Processing Unit 

The block-processing unit consists of Time Division 

Multiplexer (TDM), Time Division Demultiplexer (TDD), 

forward CDF 5/3 wavelet filter bank, watermarking block, 

adaptive gain block, and inverse CDF /3 wavelet filter bank. 

Figure 10 shows the block-processing unit. Serial and 

parallel combinations are used to optimize the area, power 

and speed.  In the block-processing unit, image pixels are 

transformed into wavelet domain using CDF 5/3 wavelet 

filters. These transformed coefficients are modified to embed 

a watermark and inverse wavelet is calculated. 

The block-processing unit consists of Time Division 

Multiplexer (TDM), Time Division Demultiplexer (TDD), 

forward CDF 5/3 wavelet filter bank, watermarking block, 

adaptive gain block, and inverse CDF /3 wavelet filter bank. 

Figure 10 shows the block-processing unit. Serial and 

parallel combinations are used to optimize the area, power 

and speed.  In the block-processing unit, image pixels are 

transformed into wavelet domain using CDF 5/3 wavelet 

filters. These transformed coefficients are modified to embed 

a watermark and inverse wavelet is calculated.  

The TDD (1:8) is used to divide the input data into even and 

odd samples. These samples are fed to the forward CDF 5/3 

wavelet filter bank. Lifting scheme is implemented in a 

parallel way so that all the coefficients are calculated at the 

same time. Figure 7(a) shows the implementation of forward 

CDF 5/3 filters.  

The transformed coefficients are then sent to watermarking 

block as well as to adaptive gain block. In adaptive gain 

block, the energy in each sub-band is calculated by equations 

(1), (2) and (3). EL is the energy present in the lower 

frequency band; EH is the energy present in the higher 

frequency band and EM is the energy present in the middle 

band. EM is calculated by taking an average value of the 

energy preset in vertical and horizontal bands. These 

calculated energies are then compared to select one of the 

gain factors. If the value of EL is greater than EM, then the 

gain is small. The gain will be moderate if EM is greater than 

EH and if EH is greater than EM, then the gain will be large. 

Figure 8 shows the logical implementation of the adaptive 

gain block. This adaptive gain value and transformed 

coefficients are fed to the watermarking block. The 

watermarking block then modifies these transformed values 

according to the watermarking block consists of eight such 

units in one watermarking block. In the block-processing 

unit, such eight blocks are used in parallel to modify the pixel 

values.     

Modified transformed values are then fed to the inverse CDF 

5/3 filters. The parallel eight filters are used to calculate the 

inverse wavelet. Figure 7(b) shows the implementation of the 

inverse CDF5/3 wavelets. TDMs are used to convert these 

 equation shown in the watermarking algorithm. If the 

watermarking bit is one then the gain value is added to the 

transformed pixel value, otherwise, zero is added. Figure 9 

shows the implementation of the watermarking equation. 

The parallel coefficients into serial. The memory addresses 

from the address generator are delayed and are used to store 

watermarked pixel values. 

VIII. EXPERIMENTAL RESULTS 

A. Synthesis and Implementations 

 The architecture was designed using VHDL and using 

Xilinx ISE technology, functional modeling was conducted. 

The algorithm has been synthesized from Xilinx Spartan-3A 

DSP technology on XC3SD1800A-4FGG676C device. The 

overview of the use of hardware is provided in Table II. 

 
Fig. 6.  Address generator unit 

 
Fig. 7(a).  Forward CDF 5/3 wavelet filter 

 
Fig. 7(b).  Inverse CDF 5/3 wavelet filter 
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Fig. 9.  Watermark embedder 

 

Fig. 10.  Block-processing unit 
 

IX. EXPERIMENTAL RESULTS 

A. Synthesis and Implementations 

The architecture was designed using VHDL and using Xilinx 

ISE technology, functional modeling was conducted. The 

algorithm has been synthesized from Xilinx Spartan-3A DSP 

technology on XC3SD1800A-4FGG676C device. The 

overview of the use of hardware is provided in Table II. 

 The Hardware co-simulation technique [30] was used to 

verify the results The HIL was operating at a frequency of 50 

MHz clock. The power analysis is performed using Xilinx 

Xpower analyzer and it is estimated that the power 

consumption will be 211 mW. The design can operate with 

the maximum frequency of 63.910 MHz. Maximum path 

delay was estimated as15.647ns for the design. Figure 11 

shows the RTL schematic and Figure 12 shows the floor plan 

for the chip. 

 
Fig. 11.  RTL schematic of the chip 

 
Fig. 12.  Floor plan of the chip 

 

Table II Hardware Utilization 

Logic Utilization Used Availabl

e 

Utilization

% 

Number of slice flip flops 2789 33280 8 

Number of 4-input LUTs 1591

6 

33280 47 

Number of occupied slices 1072

2 

16640 64 

Number of slices containing 

only related logic 

1072

2 

10722 100 

Total number of 4-input 

LUTs 

1822

6 

33280 54 

Number of bonded IOBs 39 519 7 
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B. Image Quality Measures 

 The image quality assessments are discussed in various 

papers [31][32]. Fair benchmarking and quality assessment 

[33] as well as visual degradation due to embedding are 

major issues that need to be addressed.  Based on subjective 

and qualitative demands, image quality criteria are 

classified. A human member offers the subjective needs 

efficiency rating. Figure 13 shows the initial picture and 

Figure 14 shows the watermarked picture. Note that in this 

case it is difficult to discover the distinction between the 

original and watermarked images with the naked eyes. 

Qualitative criteria use numerical methods to find the 

difference between two images. It can be further classified 

into two broad classes univariate and bivariate.  A univariate 

measure gives a numerical significance to a single image 

based on picture field measurements, and a bivariate measure 

is a numerical comparison of two pictures. In the evaluation 

of image quality, bivariate tests are used more frequently.  

Different efficiency assessment metrics such as PSNR (dB), 

image fidelity (IF), standardized cross correlation, and 

quality of correlation are calculated. Table III describes the 

performance metric for low-medium and high-texture 

images. The image dataset provided by the University of 

Southern California was used for the experiments. As the 

watermarking algorithm is image adaptive it can be seen 

from Table III, the image with the high texture is having the 

low PSNR and others factors like MSE and MD are high. 

Comparatively the Lena image is having high PSNR value as 

it is having a minimum texture. 

 

 

 

 

 

 

 

Fig. 13.  Original image    Fig. 14.  Watermarked image 

and watermark       

 

Table III Quality Metric of Watermark Images 

Quality Measures Lena Wood Fabri

c 

Mean Square Error 144.3

5 

168.5

2 

405.12 

PSNR 26.53 25.86 22.05 

Normalized Absolute 

Difference  

0.081

4 

0.082 0.1213 

Average Difference 9.62 9.24 13.64 

Structural Content 0.875

1 

0.902

4 

0.8647 

Maximum Difference 44 64 106 

Normalized Mean Square 

Error 

0.008

2 

0.007

6 

0.0186 

Image Fidelity 0.991

8 

0.992

4 

0.9814 

X. PERFORMANCE EVALUATIONS ON VARIOUS 

ATTACKS 

In this section, we use a benchmark software to assess the 

watermarking algorithm's performance against multiple 

attacks[34]. StirMark[35] is a generic software designed by 

the University of Cambridge, Markus Kuhn, Computer 

Laboratory. StirMark is used to assess the robustness of 

algorithms for image-watermarking and other methods for 

steganography.  This software includes multiple attacks with 

medium compression such as JPEG compression, addition of 

noise, rotation, cropping, scaling and geometric 

transformation. These attacked images are processed with 

the software program to detect watermarks. In non-blind 

detection, the original and recovered watermarks are 

compared to find the Bit Error Rate (BER). For watermark 

detection, BER should be less than 20%.  In a blind detection 

technique, the threshold is kept at γ=0.80 for watermark from 

the results, the suggested watermarking scheme can be seen 

to be strong against geometric assaults such as cropping, 

rotation, lines removal, lateral distortion and other assaults 

such as affine transformation, JPEG compression assaults. 

Table IV(A) and (B) summarize some of the outcomes of 

these evaluations. In Table IV(A) CROPT_50 means the 

image is cropped by 50% still the watermark is able to detect. 

The watermark shows its existence even if the image is 

rotated by anticlockwise by 0.5 degrees in ROT_-0.5. it also 

survives in compound attacks like ROTCROP_2 which 

means the image is rotated by 2 degrees anti-clockwise and 

then cropped. RML_30 attacks mean some of the horizontal 

pixels is removed from the image. Watermark survives well 

even after affine transform and lateral distortion attack. 

 Table IV indicate the maximum cross-correlation 

values (CCR) for the detected watermark. The false positive 

rate of watermark detection algorithm is 20%. 

XI.     CONCLUSION   

In this paper, we presented novel architecture in the wavelet 

domain for an image-adaptive watermarking. We also 

discussed various aspects of the digital design such as 

hardware Co-simulation test, which is most important for 

result validation. Serial and parallel architecture gives low 

power consumptions, minimum hardware utilization and 

better speed. Our algorithm performance well than the 

architectures described in a [23] and [24] in terms of clock 

speed and power dissipation.   Additionally, we discussed the 

performance of the watermarking system under various 

attacks. Its dual detection technique makes it more robust 

against attacks, as one or another technique can be used to 

detect watermarks. In the future, we plan to develop a full 

parallel architecture model for image-adaptive watermarking 

system, which will consider all the aspects of an image 

including luminance, texture and frequency sensitivity. 
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Table IV (A)Performance Evaluation
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