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    Abstract: Cloud Computing, being a delivery model is swiftly 

moving ahead by being adopted by small and large organization 

alike. This new model opens up many research challenges. As, 

cloud computing services are offered over the Internet on 

pay-per-use basis, it is very essential to provide fault tolerant 

services to the users. To ensure high availability, data centers are 

replicated.  The process of replication is costly but in terms 

reliability it overtakes the cost factors.   Vast amount of work has 

been undertaken in fault tolerance in other computing 

environments but they cannot be applied directly to the cloud. This 

gives an opportunity for new, effective solutions.  In this paper, we 

propose policies for delivering fault tolerant services for private 

cloud computing environment related to virtual machine 

allocations. The experimental test results and policies derived are 

described with respect to virtual machine provisioning. 
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I. INTRODUCTION” 

A.  Cloud Computing  

Presently, heterogeneity of users, clients and applications, 

have revolutionised the way Cloud Computing is moving 

forward.  The Cloud Computing delivery model provisions 

computing resources that resides in datacentres of the Cloud 

Service Providers, over the Internet adopting Pay-per-use 

model. With the ever increasing adoption of Cloud, the need 

for rapid expansion of the size of datacentres is high.  Along 

with the expansion comes the increased risk of resource 

failures [1] which can degrade the performance of the 

services provided.  Virtualization technology, one of the key 

enablers of Cloud Computing, is being pushed more than 

ever [2]. Various implementations of Virtualization layer is 
being experimented and implemented.  Cloud is still in 

infancy and thus lacks standards and practices [3].  The 

critical issues that needs to be addressed in the Cloud 

Computing model include workflow scheduling [4],  reliable 

computing, fault tolerance services, load balancing [5],  

availability of services[6]. There are many solutions to these 

existing issues in other computing environments, but 

applying them directly here is not viable.  It needs a new 

approach and a relook into the existing issues.  Fault 

Tolerance is one of the key factors for reliable computing 

environment [7,8].   
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Cloud computing business model offers services over the 

Internet.  NIST has defined three specific service models and 

four deployment models for the Cloud Computing.  The 

lowest level being Infrastructure as a Service (IaaS) where in 

the compute, storage and networking resources are delivered 
as Services.  The middle layer Platform as a Service (PaaS) 

delivers development platforms, databases and web servers 

etc as a service and Software as a Service (SaaS) where 

software applications are delivered as services. Figure.1 

depicts the three specific services  offered by the Cloud 

model. The four deployment models are private, public, 

hybrid and commodity clouds.  Software development 

process and software architecture optimization is also a 

challenge that Cloud model needs to standardize[9] 

 

Figure 1: Cloud Service Model 

II. BACK GROUND WORK 

The ability of a system to continue functioning even in 

presence of failures is termed as Fault Tolerance. It is an 

exhaustive field of research, irrespective of the system/area in 
which it is essential. A good amount of research has been 

done in this area with many new techniques and algorithms 

being proposed and implemented along with much new 

architecture being proposed.  

In[10], VM Load Balancing Algorithm “Weighted Active 

Monitoring Load Balancing Algorithm” is discussed. In this a 

weight is assigned to all the available VMs in the datacenter 
to effectively load balance to attain improved performance 

parameter. Virtual Machines with higher weights are 

powerful VMs and are assigned the jobs first and then to the 

lower weight Virtual 

Machines. 
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Load-balanced task scheduling algorithm is discussed in [11] 

with double level task scheduling process providing higher 

resource utilization. In [12], optimized task scheduling on the 

basis of algorithm of genetic simulated annealing has been 

described. The quality of service parameters like, 

completion-time, bandwidth, price and distance have been 
taken into consideration. Annealing is applied after the 

selection, crossover and mutation, to improve local search 

ability of the genetic algorithm.   

Scaling and deploying application has become easier with 

immutable/irreversible infrastructure. The present day’s 

approach aims at controlling the architecture based on a 

known VM state and provide VMs with essential dependency 

[9].  This is accomplished by continuous delivery [13,14]. 

Authors in [15], explain the significance of micro services 

and container model for the infrastructure and alleviation of 

migration with appropriate containerization.  

VM Allocation is a policy of managing the allocation of 
Virtual Machines to the Physical Node in the Cloud 

Computing Environment. VM allocation is also termed as 

VM Provisioning in many literatures. There are many 

processes involved in VM allocation, namely, Virtual 

Machine Provisioning, Consolidating, Monitoring, Migrating 

and Physical Node Selection.   VM provisioning is a phase of 

provisioning VM instances to the users to execute jobs 

It is a fair method to allocate several virtual machines to least 

Physical Nodes as in Bin Packing problem [15] for better 

resource utilization and minimal power usage.  Also, it is 

necessary to manage the VM count on each Physical Node to 
avoid degrading VM performance and over utilization of 

energy [16]. It is suggested in [17] that allocation of many 

VMs to the same PN considering factors like Service Level 

Agreements and excessive energy consumption due to over 

utilization. The heuristic approaches for VM allocations 

evaluated for Cloud datacenters are First Fit, Next Fit and 

Least Fit First algorithms. First fit and Next fit were found to 

be better, in terms of performance. These approaches lack the 

guarantee of optimal solutions [18], but can be considered for 

PN selection for VM allocation. 

The First Come First Serve (FCFS), Round Robin (RR) and 

Greedy mechanisms are implemented in Eucalyptus, 
Nimbus, Open Nebula [19].  In FCFS approach the VM is 

provisioned on the first available PN that has the capacity to 

host the VM.  It employs First Fit approach for VM 

provisioning. Eucalyptus uses it to place VM on the first 

suitable PN. Round Robin allocates VMs on rotation basis in 

a cyclic manner with the intention of load balancing the PNs. 

It employs Least Fit approach considering the CPU and RAM 

capacity. Greedy algorithm identifies the highest utilized PN 

and assigns a VM to it.  It employs Best Fit mechanism.  

Nimbus uses this mechanism for placement of VM instance 

but does not employ any live VM migration at runtime which 
results in better utilization of the resources.   

III. METHODOLOGY  

The rapid development of the Internet technology and the 

very drastic nature of heterogeneous clients, applications and 

tremendous increase in data have imposed a great challenge. 

To address these challenges Cloud Computing model is the 

solution.  A relook is required for re-provisioning the existing 

components of the cloud model.  In this paper, we propose 

fault detection and fault prevention methods and policies 

devised for Light Weight Infrastructure Service Stack 

(LWISS) that is resilient to failures.  The conceptual model of 

LWISS stack proposed in [20] is shown in Figure. 2.   The 

stack is devised for low-end commodity hardware, and hence 

it has been optimized for performance.  Debian operating 

system is chosen with minimal dependencies along with 

KVM hypervisor, and light weight VMs (MicroVMs) are 
created for better performance. Fault Tolerance Manager 

implements the fault detection and prevention policies for 

VM Creation and job provisioning processes.  The methods 

and policies are derived from Cloud Computing patterns. An 

experimental test bed was setup with three node low-end 

commodity hardware.  The experimental study on the test bed 

paved way for the parameters to define the methods and 

policies.    We considered Watchdog -the Cloud computing 

pattern which regularly monitors the health of the Physical 

Node and the Virtual Machine at regular intervals and 

invokes an appropriate trigger when required.  The policy 

decision based on Watchdog pattern in this work is depicted 
in Figure. 3.   

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Two policies are derived for VM Creation Process. We  first 

Detection of VM failures and arrive at a policy to prevent 

failures by reducing the stress on the Infrastructure as shown 

in Table: 1 and Table: 2 respectively.  

Figure 3:  Policy Pattern Mapping 

The policies and methods are derived based on the following 

assumptions (i) It is a private cloud in a trusted environment 

that is self-hosted. (ii)  The deployment adheres to immutable 

infrastructure (iii) It is a single tenancy model.    The work is 

divided into two stages viz, Virtual Machine Management 

and Job Submission. The considerations for designing the 

policies for VM Life Cycle for LWISS are: Detection of VM 
Failure and Managing the Stress on the Infrastructure.  

 

 

 

Figure 2: Conceptual Model of the 

Stack 
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Table 1. Detection of VM Failure 

“ 

Vision Not all VMs of a given service will fail at the 

same time  

Why To provide reliable application deployment 

process 

How Monitor the status of the hypervisors within the 

cluster at regular intervals and maintain 

symmetry among the nodes 

Outcome Provision availability of services to the app 

 
The policy for detection of VM failure monitors the health of 

the VMs by regularly checking the uptime and the ping 

request.  If any of the two parameters fail, it triggers a 

preventive policy and keeps only healthy VMs in the 

provisioning list. 

Table 2:  Minimize Stress on  the Infrastructure 

“Vision Minimal impact on Infrastructure 

Why Use CPU in most favorable manner considering 

the capacity of the Physical Nodes 

How Introduce delay during VM set creation and 

monitor the CPU usage and temperature 

Outcome Decision based provisioning of VMs 

 

The second part of the work deals with Job submission.  

When the user sends a request for deployment, the fault 

tolerant manager invokes the request and invokes the policy 
for user request servicing as shown in Table: 3. This policy 

decides if the user request can be accepted or denied based on 

the capacity of the resources. If resources are fully used, then 

job is queued else send notification for resubmission. The job 

is sent to the queue only if the executing job timing is less 

than the waiting time of the new job. 

 

The sequence of Job scheduling Work Flow in the LWISS 

model is as shown below: 

 

submit Job allocate/deny 

If allocate  queue/execute  

 If Queue reside in waiting list 

    If waiting for too long  resubmit 

If execute  finish 

If Denyfinish 

Table: 3 User Request Servicing 

IV. RESULT AND DISCUSSION 

 
The experimental test for creation of Micro VMs was 

conducted and the impact of VM creation on the 

infrastructure was observed.   Two test cases were considered 

(i) creation of 50 Micro VMs and (ii) Creation of 100 Micro 

VMs.  Each test case was tested under three conditions 

without delay, with 3 min delay and with 5 mins delay 

respectively.   Test was conducted for five runs each. The 

observation was that a delay of 3 mins was an ideal condition 

for both the test case and the same is depicted in Figure: 4 and 
Figure:5 respectively.   

 

 
 

Figure: 4 Time to create 50 VMs 

 
 

Figure: 5 Time to create 100 VMs 

Based on these experimental study and infrastructure 

optimization, we have arrived at two decision tables for Node 

Capacity and Job Scheduling as shown in Table: 4 and Table: 
5 respectively.  The submitted task will be deployed based on 

the decision made by the policies during the deployment 

stages.  Table: 6 shows the queue stages in the system.  The 

fault tolerant manager and the decision policy are depicted. 

Policy decision is for VM creation based on decision table 1 

and allocation is made considering the node capacity 

available at that given point of time.  Jobs requests are 

accepted or denied based on the decision tree for job 

scheduling. These decision tables provide resilient 

computing environment to handle failures in a proactive 

manner. 
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V. CONCLUSION  

The current day user demands and the nature of applications 

make cloud computing an indispensable computing model of 

the present day needs. Providing Fault tolerance computing is 

one of the key requirements.  This paper proposes fault 

tolerant policies for detecting VM failure and policy to 

reduce the stress on the Physical Node.  Decision tables are 

drawn from the experimental tests conducted for determining 

the capacity of the infrastructure. The policies are based on 
the decision tables. Along with scheduling algorithms for 

VM scheduling, task scheduling and VM allocation policies 

are also discussed. The LWISS stack aims at providing 

failure resilient computing environment.  Low-end 

commodity hardware has been used for the work keeping in 

mind reusability of existing resources. The policies together 

make the environment resilient to failures and thus act 

proactively to any faults rather than wait for the failures to 

occur. 
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  Table 4:  Decision Table for Node  

Node_Id 
Cores 

(Nos.) 

RAM 

(GB) 

Disk 

(GB) 

VM 

Density 

(Nos.) 

N1 3 8 100 30 

N2 5 8 100 50 

N3 7 16 100 100 

“Table 5:  Decision Table for Job schedule 

Job_Id 

VM Cycle 

type 

(mins) 

App Life 

Cycle 

(mins) 

Jobs (Nos.) 

J1 5 30 6 

J2 10 30 3 

J3 15 30 2 

Table 6 : Decision Table for Waiting Jobs 

Node_Id Cores 
Queue 

size 

Queue 

State 

Max. 

Jobs 

N1 3 1 0/1 10 

N2 5 1 0/1 10 

N3 7 2 0/1 20 
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