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  Abstract: Usually people can predict that some products will 

be purchase by the males and some will be purchased by the 

females, but there are some hidden factors behind the data.  When 

the data was  analyzed ,Analysts comes  to know those hidden 

factors in the dataset.  In this study,C5.0 algorithm is used  which 

is highly approachable compare to  other decision tree algorithms.  

So that it is easy understand the data patterns and the decision 

that can be made by the Entrepreneur. Normally the products like 

beer, meat, crispy chips and so on will be purchased by the males 

and the products like  chocolates, soft drinks will be purchased by  

the females, but when the data  was analyzed it is  predicted that 

which gender would buy which product that can't be predicted by 

the normal peoples . In this project, it is proposed to apply C5.0 

algorithm for finding the target customer group.  Identifying 

specific customer group is necessary to improve profit in sales 

domain.  Accuracy attained with proposed model is  81.6%.  For 

each category of product, the interested gender group is identified  

 

Keywords:Accuracy,DecisionTree,KnowledgeExtraction,Predi

ction. 

I. INTRODUCTION 

   Data Science is a field which uses algorithms and 

scientific methods to gain knowledge from data. It is the 

concept to combine the statistics, data analysis, machine 

learning, and their methods to understand and analyze the 

data. Science is that the study of where the info comes from, 

what it represents and the way can it's became valuable 

resources within the business. It also employs mathematics, 

statistics techniques like machine learning, data mining, etc. 

Machine learning is the artificial intelligence tool that 

processes the data in data science. The main advantage of data 

science is to facilitate decision making. The enterprises can 

find when and where their products can sell better. It is 

important because knowledge is important.  Data Analytics is 

the examining of data set in order to draw conclusion about 

information they contain. The process of evaluating data 

using analytics to examine every data is Data analysis. Here 

data are collected, analyzed(decision making) and concluded 

to produce new information. The aspects of data analytics are  
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qualitative and quantitative technology. Qualitative 

includes the process of non-numerical data and the 

quantitative includes the process of numerical data. There are 

two types in data analysis. They are, Exploratory data analysis 

which finds the data pattern and relationships and the other is 

Confirmatory data analysis which postulates about the data is 

true or not using statistical technique. The advanced type of 

data analysis are Data mining, predictive analysis, machine 

learning and big data analytics and also text mining. Data 

mining is a technique of data analytics where large amount of 

pre existing databases are analyzed or examined to create new 

information. Here in data mining, patterns and relationships 

between the data sets are identified to resolve problems 

through data analysis. Data mining is a tool which allow us to 

predict future.  Business intelligence contains technology 

utilized by enterprise for data analysis of business 

information. It helps different organizations by providing 

better decision making by using latest tools and method. It 

involves data analytics, data processing and massive data. It 

also involves various process and procedure which helps in 

collection of data, sharing them and reporting them to provide 

better decision making. With recent technologies in BI tools, 

users can view the output through visual so that they need not 

depend on an IT staff for the output. The main difference 

between the BI and data analysis is that the BI helps in making 

business decisions using past results where data analysis helps 

in making predictions which helps you in the future. SPSS for 

predictive modeler is a statistical and data mining software 

application from IBM to solve business and research 

problems. The software name stood for Statistical Package for 

social science. It is used to assemble predictive models and 

conduct other analytic tasks. It has visual interface which 

allows users to hold the statistical and data mining algorithms 

without programming. The main aim of this modeler is to 

produce less complexity in predictive models. The SPSS 

modeler has been for many applications like forecasting 

demand or sales, education, telecommunication, risk 

management, entertainment, healthcare quality improvement, 

etc.  Decision tree is a tree based classification model. It helps 

to identify groups among data, discover relationship between 

them, and predict future events. It provides highly visual 

classification of data and explain analysis to non-technical 

audiences. The procedure in decision tree is utilized for 

segmentation, stratification, prediction, data reduction and 

variable screening, interaction identification and category 

merging.  
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The main feature of this tree is that it identifies 

homogeneous groups with high or low risk. During individual 

cases it is easy to predict values.   

Predictive analysis surrounds various of statistical 

techniques such as data mining, predictive modeling, and 

machine learning that that analysis the current and past data to 

provide predictions about future or unknown events. Simple 

predictive analysis means gaining information from existing 

data sets so as to work out patterns and predict future 

outcomes. 

II. LITERATURE SURVEY 

 Researchers focused on the study of technical growth in 

every field[1]. Brain Tumor is one amongst the severe 

syndrome causes for the death of People. The Dataset of 

BRATS 2015 containing Brain Tumor MR Images for 20 

patients. This paper discusses different Machine Learning 

classification algorithm. Many Machine Learning Algorithms 

are utilized in this study namely: Naive Bayes, Logistics 

Regression, Multi layer Perceptron, Support Vector Machine 

and Decision Tree using the Waikato Environment for 

Knowledge Analysis tool and  MATLAB. The results 

obtained in this paper are 80%, 90%, 88.88%, 88.88%, and 

75% for Naive Bayes, Logistics Regression, Multi-Layer 

Perceptron, SVM and Decision Tree respectively with the 

highest accuracy was given by Logistics Regression. 

Predictive Modeling may be a crucial part of learning 

analytics[2].. The formost objectives of this study is to predict 

student performance based on social media traces. The 

attributes are performance, knowledge, score or grade. The 

Knowledge set is collected from a Internet Application 

Design Course. For grade prediction regression algorithm is 

employed. This paper compares the performance of classical 

algorithm i.e., Random Forest (RF)  and K-Nearest  

Neighbors , called Large Margin Nearest Neighbor 

Regression(LMNNR). The LMNNR proved very suitable for 

this prediction problem, outperforming other classical 

regression algorithms. 

According to Han Wu, more and more families are 

influenced by Diabetics Mellitus, most diabetics know little 

about their health quality or the risk factor they face prior to 

diagnosis [3]. This study has proposed a model based on data 

mining technique for predicting Diabetics Mellitus. The main 

objective of this study is to improve the accuracy of prediction 

model and to make the model adaptive to more than 1 dataset. 

This model is comprised of two parts: the improved K-means 

algorithm and regression algorithm. The dataset used in this 

study is Pima Indians Diabetes Dataset and toolkit utilized is 

Waikato Environment for Knowledge Analysis. The 

conclusion shows that the model get  3.04% higher accuracy 

of prediction.  

Relevant research to the use of Predictive analysis has been 

discussed in a number of papers and academic articles[4]. 

Ahmed M.Zeki research study focused on using Urinary 

system dataset in UCI ML Repository , Acute inflammations. 

This study demonstrates the ability of Data mining to develop 

a prediction model for diagnosis of two familiar urinary 

diseases namely: Acute inflammation of Urinary bladder and 

Acute inflammation of Nephritis. This study evaluates the 

supervised machine learning decision tree algorithms Rider, 

oneR, J48 in terms of performance and accuracy to determine 

the best classification algorithm. For prediction of acute 

Urinary bladder, the model accuracies are Rider-100%, 

oneR-79.2%, J48-100% and for prediction of acute Nephritis, 

the model accuracies are Rider-99.2%, oneR-91.6%, 

J48-100%. This study proves J48(C4.5) decision tree 

algorithm was able to deliver 100% accuracy and 100% 

precision.  

Muhammed Awais Shafique study focused on random forest 

algorithm for detecting classification of travel data with 

multiple sensor information[5]. The author collected data of 

46 participants from three different cities in Japan, namely 

Niigata, Gifu, and Matsuyama. GPS and accelerometer plays 

a major role in travel data collection through wearable devices 

and that can be easily achieved by the help of Smartphone. In 

this study, the random forest uses 70% of data for training and 

remaining 30% for testing purpose.  Prediction was done 

among train, bicycle, walk, and bike.  It is concluded that the 

random forest algorithm produces overall prediction with 

high accuracy of 99.6%. 

According to Rafik Khairul Amin, loans are common. 

Before getting a loan the applicant has to go through many 

step done by bank to evaluate whether the applicant is eligible 

or not [6]. This study proposed that decision tree tool can be 

used to generate a tree since it has high accuracy in decision 

making.  Dataset used in this research is loan approval data 

obtained from Bank Pasar of Yogyakarta Special Region. The 

used data is as many as 1000 data records gathered from 

January till July2014. C4.5 algorithm is the successor of ID3. 

The result shows that the biggest precision is 78.08% reached 

by C4.5 algorithm with the data partition of 90%:10%.  

Romana Markovis research study compares the different 

classification algorithm for detecting a User's interaction with 

Windows in office buildings[7]. This study focused on 

comparison using a available dataset. The algorithms like 

Support Vector Machines(SVM), Random Forest, and their 

combination with dynamic Bayesian networks(DBN) are 

implemented for detetcting occupants interaction with 

windows. Occupant Behaviour is the main source of 

dicrepancy between the predicted and measure energy 

consumption in buildings. The comparison proves that 

Random Forest outperformed all other algorithm for 

identifying the window status in office buildings. The 

implementation of random forest by 200 trees is more 

accurate than other algorithms. 

   Yurong Zhong research study focused on the study of 

basic principle of data mining and basic algorithms [8]. There 

are different types of Classification, in which the decision tree 

is very easy way to  understand and to implement. The main 

objective of this paper is to combine the principle of Taylor 

formulae with the attribute selection of the ID3 selection, to 

reduce the algorithm complexity and to increase the running 

efficiency. This paper result  show that improved simplified 

entropy algorithm reduce the complexity degree, and to 

improve the accuracy of the algorithm.  
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III. PROPOSED SYSTEM 

A. Component Diagram 

  
Fig. 1.Component Diagram 

From the above Fig. 1, the data source node is the 

representation of the data sets which contains the attributes. 

Higher the data patterns higher the accuracy of prediction for 

the classification of data sets into a decision tree. The feature 

selection node is used to select the input and target fields 

(attributes) for the result. C5.0 algorithm is used to build a 

decision tree for the given input fields and helps to improve 

the turnover of any business and also this analysis assist the 

industrialist to take decisions on business strategies. 

Ultimately, the knowledge that is extracted from the decision 

tree can be very much useful to predict the future inferences of 

business strategies.  

B. Algorithm 

C5.0 algorithm is utilized to build either a decision tree or a 

rule set. This works by splitting the entire sample Dataset 

based on the attribute that has highest value of information 

gain. C5.0 node splits the subsample again and again, until it 

cannot be split further. The lowest-level splits are finally 

re-examined and those which do not contribute much are 

removed or pruned. It works for both categorical and 

continuous data sets. It offers the powerful boosting method 

to increase accuracy of classification. One of the most useful 

type of classification is Decision tree. It is a type of supervised 

learning algorithm (having a pre-defined target variable) that 

can be useful in classification. Exactly one prediction is 

possible for any data record in a Decision tree. C5.0 models 

are quite robust.Usually decision tree follows Sum of 

Product(SOP) representation, which is known as the 

disjunctive normal form. The major challenge while 

implementing decision tree algorithm is to identify  which 

attribute should be consider  as a root node and each level, this 

situation can be handled by the attribute selection. 

Commonly, there are two different methods for attribute 

selection measures they are, 

1).Information Gain 

2).Gini Index. 

 Information gain: When the information gain is used as a 

criterion ,it tries to estimate the information contained by each 

attribute. It can be measured  by  calculating the randomness 

or uncertainty of the field(X) called the Entropy. The entropy 

of the field is measured using the formula : 

                                             (1) 

 

           
 

where, H(X)= E(X)  → entropy value of the attribute X 

 p(x)   → probability of the individual classified attribute x 

  Gini Index: It is a metric to measure how often a random 

element is identified.(i.e.) An attribute with lower gini index 

is preferred. The general formula for calculating the gini 

index  is : 

                                                 (3) 

where, p(x) → probability of the individual classified 

attribute x 

By using these two popular attribute selection, the attribute 

which is  considered as the root node can be identified. 

IV. EXPERIMENTAL RESULTS 

 
                                   Fig. 2.Proposed System 

The above Fig.  2,  represents the analytics of the data using 

C5.0 algorithm using IBM SPSS Modeler. The IBM SPSS 

Modeler is a tool which is used to analyze the data sets and 

gives the output to predict the data.  

 
Fig. 3. Feature Selection 

The above Fig. 2, represents that the C5.0 algorithm 

requires the input data sets and the target fields, for classifying 

the datasets under some category and gives the output with the 

percentile of the fields that are related to the targeted field in a 

tree structure called a decision tree . 

Here the products like fruits and vegetables, fresh meat , 

dairy , soft drink are set as the inputs and the gender field is 

taken as the output. It produces the decision tree in which the 

data is classified under the splitting criteria called the 

information gain. 
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Fig. 4.Decision Tree Node 

The above Fig.  4,  shows that the C5.0 algorithm can build 

decision tree as well as the rule set to decide what to do with 

the predicted data. The decision tree contains the n numbers 

of node according to the data set, in which the node which has 

the higher information gain will taken as the root node. Hence 

it is proposed that the data  sets are classified under the 

category of products like soft drinks, fruit and vegetables, 

fresh meat, and dairy products. 

 
                          Fig.  5. Data Set Classification 

The above Fig.  5,  represents  the classification of the 

products according to the target field gender. From the tree, it 

is known that out of 100% about 51.2% of females and 48.8% 

of males, purchase the products and out of which 55.978% of 

females and 44.022% of males (i.e.)out of 100% about only 

18.4% of people buys soft drinks, and 81.6% of peoples 

doesn’t buy soft drinks. So the C5.0 algorithm is used for the 

owner of the super market to make further decisions in order 

to improve their business strategy. From the above details it is 

known that the product named soft drinks are not mostly 

bought by the peoples. Likewise, it is predicted for each and 

every product, which is further used for implementing their 

business plans.  

 
                             Fig.  6. Predictor Impotance 

The above Fig.  6,  shows that in accordance with the 

calculation of the information gain or the gini index the 

predictor importance of each and every fields are graphed 

above. By the above analysis it was said that the soft drink 

product gives the more information gain for finding the target 

customers of a super market data sets, and next comes the 

fruits and vegetables. 

 
Fig.  7. Rule Generation 

Eventually, a well known decisions are found with the help 

of the above summary (Fig.7.).  The soft drinks were bought 

by many females rather than males, and the products like the 

fresh meat were bought by the females. Using these kind of 

decisions, owners of super markets can be aware of business 

strategy and the gender target, So that the owners will target 

specific gender for the specific product sales. 
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Fig.  8. Rule Set 

The above Fig.  8,  represents the rule set that is concluded 

from the decision tree. (i.e.) If a person buys the products like 

fruits and vegetables, and fresh meat then that person might be 

the male. Likewise the C5.0 algorithm will also helps to 

predict the rule set using the business sales data.    

V. CONCLUSION 

This study has shown that the entrepreneur will able to 

identify their business tactics  effectively. It  is concluded that 

about 81.6% of accuracy has been obtained. This algorithm 

improves analytics strategy and it offers the powerful 

boosting method for improving the  accuracy of classification. 

In this project, it is proved that C5.0 decision tree algorithm is 

useful in finding a target group of customers.  From the 

purchase of  items, it is possible to recognize the target group 

of customers to promote marketing strategy for new item.  

This kind of data analysis very much useful in improving 

sales. 
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