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Abstract: Diabetic Retinopathy (DR) is a microvascular 

complication of Diabetes that can lead to blindness if it is severe. 

Microaneurysm (MA) is the initial and main symptom of DR. In 

this paper, an automatic detection of DR from retinal fundus 

images of publicly available dataset has been proposed using 

transfer learning with pre-trained model VGG16 based on 

Convolutional Neural Network (CNN). Our method achieves 

improvement in accuracy for MA detection using retinal fundus 

images in prediction of Diabetic Retinopathy.  

 
 Keywords : Deep learning (DL), Diabetic Retinopathy (DR), 

Microaneurysm (MA),Convolutional Neural Networks(CNN) 

I. INTRODUCTION 

Diabetic Retinopathy (DR) is one of the complicated eye 

diseases, commonly affecting diabetic patients. Diabetes 

affects one in eleven adults around the world.Moreover, huge 

increase of DR patients is anticipated by 2040. According to 

World Health Organization (WHO),’DR is the foremost 

pathology for 4.8% of the thirty-seven  million blindness 

cases around the world’. Microaneurysm (MA) is observed to 

be the first stage of DR, a progressive disease and its early 

stage prediction may protect the vision loss of diabetic 

people. DR screening has high significance in its prediction. 

It explores the eye for small red dots and tiny swelling in 

capillaries of veins. DR screening is normally performed by 

ophthalmologists through visual inspection of fundus images. 

But this process is time-consuming, tiresome and highly error 

prone due to variations in grading by different observers. The 

alarming rise in the number of DR patients, specifically in 

under-developed countries calls for effective and automatic 

approaches for detection of DR. 

The process of MA detection poses several challenges as it 

uses data set of images with different illumination, ill-defined 

boundaries and varying resolution. Moreover, it may be 

wrongly interpreted with visually similar structures like 

haemorrhages, pigmentation patches or dust in lenses etc. 

Generally, DR detection involves the following four 

processing steps. i) Pre-processing of  fundus image. ii) 

classification of healthy or unhealthy image iii) feature 

extraction iv) post processing [2]. The progression of DR is 

categorized into three stages. The earliest stage is named as 

‘no apparent retinopathy’, which describes disappearance of 

DR in retina. In the second stage MA start to appear which is 
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labelled as Mild DR. Third stage is called severe, with 

appearance of extra blood vessels in the eye [3]. It uses a set 

of pretrained weights and achieves performance by 

fine-tuning hyper parameters [6]. 

CNN used to extracting important features from the input 

images. It consist of multiple layers, each layer used to 

represent the information about the features of an input such 

as blood vessel structure, leakage of fluids in the form of dots 

appearance in eye [7]. 

Deep convolutional neural networks (DCNNs) can be used 

for end to end process of sourcey medical images to produce 

an expected outcome prediction [8].Visual Geometrical 

Group (VGG) is a deep neural network with a multi-layered 

operation and it is based on CNN Model [10].  

Fine-tuning is defined on a CNN with a batch of weights 

from the weights of a pretrained model. This type of 

fine-tuning effectively identifies the problem. This method 

starts with training of fully connected layer and then 

gradually increasing the network layers during the process 

until achieving the desired performance [11].Deep learning 

techniques used in various kind of application such as Plant 

Disease Detection in Agriculture [13]. 

The remainder of this paper is organized as follows section 

II discusses the related research work in this domain, section 

III describes the proposed work, section IV present the results 

and discussion and finally conclusion are given in section V. 

II. RELATED WORK 

Piotr Chudzika et al. has explored ”Microaneurysm 

Detection using Fully Convolutional Neural Networks”. It 

contain three steps: preprocessing, patch extraction and 

pixel-wise classification. A novel patch-based fully 

convolutional neural network with batch normalization layers 

and Dice loss function is proposed. Experiments are 

conducted using datasets with CNN model and the method 

achieves highest sensitivity at low false positive rates [1]. 

 Mrinal Haloi has developed improved MA detection using 

deep neural networks.It monitors each pixel of an image and 

classifies as MA (or) Non-MA using drop out  training 

procedure and maxout activation function. The method is 

evaluated in publicly available Retinopathy Online Challenge 

(ROC) and Diaretdb1v2 database to achieve better accuracy 

[2]. 

Misgina Tsighe Hagos et al. have proposed a novel method 

for detection of DR based on transfer learning in medical data 

classification problems. Deep convolutional network 

pre-trained Inception-V3 model is used in detection of DR.  
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Stochastic Gradient Descent (SGD) is used to train the 

input and softmax classifier is used to extract the features. 

This model resulted in an accuracy of 90.9% with image 

augmentation [ 3]. 

Qiongyao Liang et al. has  presented DR detection based 

on deep learning in five stages  No DR, Mild DR, Moderate 

DR, Severe DR, Proliferative DR. They developed  improved 

InceptionV3 model named multi-self-attention network 

structure for extraction of  features from an input image.This 

gives higher accuracy (86.7%) with the updation of weights 

compared with other pre-trained models like Inception V3 

[4]. Muhammad Mateen Junhao Wen et al. has developed an 

automated medical image analysis technology in DR 

detection. Combination of a Gaussian mixture model (GMM) 

and VGGNet are used to extract features. The proposed 

VGG-19 based model and spatial invariant feature transform 

(SIFT)  to get better classification accuracy (98.13%) in 

minimum computation time [7]. 

Arka Bhowmik et al. has explored detection of various 

age-related eye abnormalities like Choroidal 

Neovascularization. They used transfer learning with VGG16 

and Inception V3 models to predict the disease. It achieves an 

improved accuracy of 94% on the testing data and 99.94% on 

training dataset with large amount of data [8].  

 Sarfaraz Masood et al. has developed a method to identify 

DR in eye image using deep learning. The data was collected 

from small datasets. The method used Inception v3 network 

model with loss function. The features of an input has been 

identified and remove the imbalance of input data which 

improves the accuracy of an image [11]. 

III. MATERIALS AND METHODS 

In the proposed work, smaller DR datasets have been 

processed and analysed by using transfer learning with the 

pre-trained Model (VGG-19).   

A. Datasets 

 The proposed work was carried out by using three 

datasets named i) E-Optha ii) ROC iii) Dirat DB1. 

 E-Ophtha dataset contains 381 compressed images of 

which 148 have MAs and 233 images are normal healthy 

fundus images. Images were acquired from 30 screening 

centres in France at various resolution at 45 FOV (Field of 

view). 

 ROC dataset is having fifty training images and fifty test 

compressed images. Images were captured by three different 

fundus cameras at various resolutions ranging from 768×576 

to 1389×1383 at 45◦ FOV. All images were labelled with 

disease levels by experts. In this dataset, 37 images contain 

MA and remaining 13 images are healthy [1]. 

DIARETDB1 dataset contains 28 training and 61 test 

uncompressed images acquired at 50◦ FOV. Each 1500 × 

1152 image was manually annotated for presence of MAs and 

HEs by four medical experts. FPs have no MAs present 

whereas remaining 51 FPs have at least one MA [2]. 

B. Methodology 

The Proposed Methodology involves three major steps: 

i. Pre-processing: The main objective of pre-processing 

is to resize the image into (224*224), in order to improve the 

resolution of an image. Pre-processing is helpful and it is 

used to distinguish between the normal and Microaneurysm 

(MA) affected images. The input images were resized to 

224x224 dimension by using the opencv2 in Python. 

ii. Training with CNN: Simonyan and Zisserman from 

Visual Geometry Group (VGG) designed the network model 

VGG19 with sixteen layers using a set of (3x3) convolution 

filters for feature extraction. It is mostly suited for transfer 

learning [6]. This model contains max pooling layers to 

reduce the dimensionality and is trained with ImageNet 

dataset [8]. 

 ImageNet is a dataset which contains fifteen million 

labelled high-resolution natural images belonging to 

approximately twenty two thousand categories. It is 

experimented and it is also called the ImageNet Large-Scale 

Visual Recognition Challenge (ILSVRC).All pretrained 

models are trained using the images on ImageNet dataset and 

it is also publicly available [14].VGGNet out performs Alex 

Net Model because of its simple architecture [12].  

Transfer learning is defined as the reuse of pre-trained 

DNN models to classify the data on large datasets. By using 

the transfer learning technique, weights of a network are 

trained on a source database and the result is evaluated with 

the destination database [5]. Combining with pre-trained 

model gives better extraction of low level features, with 

higher value of training and testing accuracy [6]. It obtains 

the initial weights from the pre-trained model and extracts 

features like colour and size from a training set by updating 

the weights with optimal values for prediction [11].  

iii. Validation and Testing the trained model: The 

trained model is validated and tested using small DR sets 

E-optha, ROC and DIRAT DB1 based on performance 

metrics Accuracy, Precision, Recall and F1-Score.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. a) Healthy image              b) Microaneurysm 

image 

The flow diagram of the proposed method is depicted as 

follows:  
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Fig 2. Flow diagram of TL-MAD. 

IV. RESULTS AND DISCUSSION 

The proposed TL-DRD model is trained with publicly 

available dataset for prediction of diabetic retinopathy. The 

first step is pre-processing stage in which the images have 

been resized to 224 *224 of resolution and stored into NumPy 

arrays with the dimension of the same value of resolution. 

Adam optimizer is used for training. Each dataset is divided 

into training set and test set in the ratio 70:30. Training set is 

used to train the model and test set is used to validate the 

model. 

Table 1 presents the comparison of performance of the 

proposed model with similar methods interms of accuracy. 

The table also lists the datasets used for training and testing. 

Table 1: Performance comparison 

S.n

o 

Model 

Used 
Method Used 

Dataset 

Used 

Accurac

y 

(%) 

1. 
Inception-

V3 

Using Stochastic 

Gradient Operator 
with deep learning 

model[3]. 

Kaggle 
DR 

90.9 

2. VGG-19 

Deep Neural Networks 

with back propagation 
[6]. 

Eyewes 80.19 

 

3. 

 

VGG-19 

Proposed model 

TL-MAD 

Dirat 

DB1 

85.2 

 

ROC 
94.5 

 

E-Opth

a 
95.1 

. 

 It is obvious from Table1, the accuracy has been obtained 

that high accuracy by TL-MAD, comparable to similar 

methods. 

Fig.3 shows the graphical representation of the comparison of 

the performance of the method. 

 

 

 

Fig .3. Accuracy comparison of TL-MAD 

Experiments were also conducted by freezing the first, 

third and fifth layers of the proposed TL-MAD model so as to 

reduce the complexity. Table 2 shows the results interms of 

accuracy for all the three dataset 

Table 2 performance analysis by freezing the layers 

S.No Dataset Convolution layer 

Accuracy (%) 

(Using 

pretrained-VGG19 

Model) 

 
1. 

 
Dirat-DB1 

Freeze 1st layer 70 

Freeze 3rd  layer 75 

Freeze 5th  layer 81.76 

 
2. 

 
E-Optha 

Freeze 1st layer 75.1 

Freeze 3rd layer 82.7 

Freeze 5th  layer 94.15 

 
3. 

 
ROC 

Freeze 1st layer 81.17 

Freeze 3rd layer 90.23 

Freeze 5th  layer 95.1 

It is evident from the Table2 that high accuracy is achieved 

when freezing. 

Fig 4 shows the pictorial representation of the performance of 

TL-MAD with different by freezing the layers. 

 

Fig 4. Accuracy of TL-MAD with freezing process 
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The performance of the proposed TL-MAD model interms 

of precision, Recall and F1-Score is demonstrated in Table 3. 

Table 3: Performance Metrics 

 

Table 3 clearly demonstrate the superior performance of 

TL-MAD model for e-optha data set and the graphical 

representation is shown in  Fig 5. 

 

Fig 5 Performance Analysis using classification metrics 

V. CONCLUSION 

In this paper, transfer learning is used to classify DR 

images into two classes with three different small data sets. 

We design the proposed TL-DRD model whose weights are 

initialized from a pre-trained CNN model. The model is also 

Experimented by freezing the layers to reduce the complexity 

of the network. Results have endorsed the superiority of the 

proposed model over existing model, interms of enhanced 

accuracy.  
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S.No Dataset Precision Recall F1-Score 

1 Dirat DB1 0.77 1.00 0.87 

2 ROC 0.88 0.93 0.91 

3 E-Optha 0.98 0.98 0.98 


