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 

Abstract: The first step in diagnosis of a breast cancer is the 

identification of the disease. Early detection of the breast cancer is 

significant to reduce the mortality rate due to breast cancer. 

Machine learning algorithms can be used in identification of the 

breast cancer. The supervised machine learning algorithms such 

as Support Vector Machine (SVM) and the Decision Tree are 

widely used in classification problems, such as the identification 

of breast cancer. In this study, a machine learning model is 

proposed by employing learning algorithms namely, the support 

vector machine and decision tree. The kaggle data repository 

consisting of 569 observations of malignant and benign 

observations is used to develop the proposed model. Finally, the 

model is evaluated using accuracy, confusion matrix precision 

and recall as metrics for evaluation of performance on the test set. 

The analysis result showed that, the support vector machine 

(SVM) has better accuracy and less number of misclassification 

rate and better precision than the decision tree algorithm. The 

average accuracy of the support vector machine (SVM) is 91.92 % 

and that of the decision tree classification model is 87.12 %. 

 

Keywords: breast cancer diagnosis, decision tree classification, 

SVM classification, machine learning.  

I. INTRODUCTION 

The Support Vector Machine (SVM) and the Decision tree 

are a supervised machine learning models used in 

classification, regression and outlier detection [1-2]. The 

SVM and Decision tree models are widely used in medical 

imaging, object recognition such as face detection, financial 

analysis, big data analysis, handwritten digits recognition and 

recommendation systems. One of the importance of the SVM 

and Decision tree algorithms is disease classification. 

Although, many supervised machine learning models such as 

SVM, Decision tree, Adaboost, Naive Bayes and neural 

network can be used in disease classification problems and 

diagnosis of different diseases, the accuracy and the 

complexity of training the models is different for each 

algorithm in classification as well as diagnosis of the 

diseases. 

A Breast cancer is one of the most common cancers followed 

by cancers of the cervix [3]. And the breast cancer disease 

results in death if it is not threated early. Therefore, an early 

detection of the symptoms of the breast cancer significantly 

plays a great role in reduction of the mortality rate due to this 

disease. In the diagnosis of breast cancer the physicians use 

different features to identify the disease. The features used 

are mean texture values, radius of the breast and so on. In the 

diagnosis of the disease, the physicians use these features to 
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classify the disease into possible set, and then a test is made 

on the samples.  

 As the number of patients with cancer disease is 

increasing, the physicians may be busy on the treatment. To 

solve the classification problem and assist the breast cancer 

diagnosis process using machine’s capability, machine 

learning models can be used in the classification process in 

order to identify the symptoms of breast cancer as early as 

possible. 

 This study is devoted to build machine learning models 

that to assist the classification of breast cancer using the 

Support Vector Machine (SVM) and the Decision Tree 

classification algorithms and finally, compares the 

performance of these classification algorithms. Some of the 

problems that this paper is intended to address are the 

following: 

1) What is the accuracy of the SVM and the decision tree 

algorithm on the breast cancer identification? 

2) Can we develop a machine learning model for breast 

cancer identification with an acceptable level of accuracy? 

 

Fig. 1. flowchart of breast cancer diagnosis using SVM 

and Decision tree classification. 

II.  RELATED WORKS 

 The Support Vector Machine (SVM) and the Decision 

tree models are supervised machine learning models used in 

classification problems such disease classification and 

diagnosis. The basic SVM model is used in two class 

classification models [2]. The breast tumor is either 

malignant or benign and the kaggle dataset of breast cancer 

used in training and testing the models contain two classes. 

This implies that, SVM model can be used in breast cancer 

classification and diagnosis problem. 
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A comparative study on the Support Vector Machine (SVM) 

and Artificial Neural Network (ANN) [3] for breast cancer 

diagnosis shows that the on the Support Vector Machine 

(SVM) and Artificial Neural Network (ANN) classifier has 

roughly similar accuracy in classification. But, the precision 

and recall of the Artificial Neural Network (ANN) is less than 

the Support Vector Machine (SVM).  

 In [4] a hybrid approach is used in feature extraction and 

mass classification of breast cancer. Another machine 

learning research on breast cancer diagnosis using the 

Support Vector Machine (SVM) and Artificial Neural 

Network was proposed in [5]. In the study, the authors used 

the SVM model for training the machine and the model had 

an accuracy of roughly 79 percent. As accuracy is one of the 

most important metric used in evaluating the performance of 

machine learning models and 79 percent is better accuracy, 

the authors achieved a better result in diagnosis of breast 

cancer. 

 The utilization of machine learning approaches is 

significantly increasing due to the need for computer-assisted 

diagnosis and disease classification. In this area computers 

are getting greater importance due to the advances in machine 

learning and the capability of machines in processing a huge 

amount of data with very limited amount of time to reach the 

goal [6]. The author studied breast cancer detection using the 

SVM algorithm. The dataset used in the study was Wisconsin 

Diagnostic Breast Cancer (WDBC) dataset. 

    As researched in [7], the number of deaths due to the breast 

cancer is 458,000 a year worldwide and this cancer is the 

most common type of cancer in females in developing and 

developed nation although, the mortality rate is less in 

developed nations compared to developing nations. An early 

diagnosis is important for detection of the breast cancer 

symptoms. 

In a study [8] a method for breast cancer diagnosis using 

neural network was proposed.  The authors used Breast 

Cancer Wisconsin dataset with 699 samples of which 458 

were benign and 241 are malignant. The system was effective 

in classification of the sample into two classes the benign and 

malignant with accuracy of 96.5% on the random tests 

conducted on the model. 

Mohammad Alifraheed [9] proposed a breast cancer 

identification using Artificial Neural Network based on 

mammograms images. 

The machine learning models are widely used for prediction 

and early detection of breast cancer [10-18]. The authors 

compared Byes Navies, K-Nearest Neighbour (K-NN) and 

the Support Vector Machine (SVM) using the Wisconsin 

Breast Cancer dataset. Among the three models, the Support 

Vector Machine (SVM) performed better with accuracy and 

lower error rate. The metrics that the authors have used are 

only the accuracy, precision, sensitivity and specificity. In 

their study, the complexity of training the models and the 

other metrics used in measuring the performance of 

classification models such as recall and confusion matrix 

were not used to evaluate the performance of the models. 

III. RESEARCH METHOD 

This study is focuses on the comparing the predictive 

accuracy and training complexity of SVM and the decision 

tree on identification of breast cancer. The kaggle breast 

cancer dataset is used for training and testing the accuracy of 

each supervised machine learning algorithms namely, the 

SVM and the decision tree algorithm on breast cancer 

identification. In the dataset visualization, pre-processing and 

testing the accuracy of the models in diagnosis of breast 

cancer, the Python programming language is employed. In 

the dataset 357 observations are benign, cancer negative and 

the 212 observations are the malignant (cancerous) or breast 

positive. The accuracy and confusion matrix, recall, receiver 

operating characteristic (ROC) and precision are used as 

evaluation metrics to evaluate the performance of the 

proposed model on the kaggle breast cancer data repository. 

A. Dataset Description 

In this study, the kaggle dataset is used to create the 

supervised machine learning model for identitifcation of 

breast cancer using the Decision tree and the Support Vector 

Machine (SVM) classification algorithms. This dataset 

consists of the features of malignant and benign. Some of the 

features used in classification of breast cancer to the 

malignant and benign are breast radius mean, texture mean, 

perimeter mean, texture and so on. The dataset consists of 

569 sample breast cancer instances and 30 labels or features. 

In the training, 75 percent of the dataset is used and 25 

percent is used for testing the models. For pre-processing 

like, splitting the dataset into training and test set the sklearn 

train_test_split method is used to randomly split the entire 

569 data samples into training set which consists of 75 

percent of the dataset and 25 percent for testing. 

IV. RESULT AND DISCUSSION 

In this section, the accuracy of the Support Vector Machine 

(SVM) and the Decision tree models is explained and the 

results of the research shows that SVM is better in 

classification of breast cancer than decision tree. Figure 2 

shows the accuracy of the Support Vector Machine (SVM) 

and the Decision tree in classification of breast cancer. A part 

form the accuracy, recall, precision and confusion matrix is 

used to evaluate the performance of the Support Vector 

Machine (SVM) and the Decision tree in classification. 

A. Accuracy of the models 

In this section, the accuracy of the Support Vector Machine 

(SVM) and the Decision tree models is explained and the 

results of the research shows that the Support Vector 

Machine (SVM) as better model in classification of breast 

cancer than the Decision tree. Figure 2 illustrates the 

accuracy of the Support Vector Machine (SVM) and the 

Decision tree in classification of breast cancer. 

Table- I: Name of the Table that justify the values 

Random test on the model Accuracy in % 

1 89.47 

2 90.35 

3 94.73 

4 93.85 

5 91.22 
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Table- II: Name of the Table that justify the values 

Random test on the 

model 

Accuracy in % 

1 89.47 

2 90.35 

3 94.73 

4 93.85 

5 91.22 

 

The result on random tests on the Support Vector Machine 

(SVM) and the Decision tree models shows that, the Support 

Vector Machine (SVM) as better model in breast cancer 

classification, as it has better accuracy than the Decision tree 

model.  

As shown in figure 2, the average accuracy for Support 

Vector Machine (SVM) in breast cancer diagnosis is 91.92 % 

and that of the decision tree model is 87.12 %.  Table I shows 

the accuracy of the Decision tree model and table II shows the 

accuracy of the Support Vector Machine (SVM) on five 

random tests on the test dataset. 

 

 

Fig. 2. Accuracy of SVM and Decision tree on breast 

cancer diagnosis 

B. Precision Recall Analysis 

In this section, the recall of the Support Vector Machine 

(SVM) and the Decision tree models is explained and the 

results of the research shows that Support Vector Machine 

(SVM) as better in classification of breast cancer than 

Decision tree. The recall of the Decision tree model is shown 

in table III. 

Table- III: Name of the Table that justify the values 

 

Random test on the 

model 

Recall 

Malignant  Benign 

1 88 94 

2 90 96 

3 88 96 

4 87 92 

5 88 89 

 

 

Fig. 3. Fig.4 ROC curve for Decision tree classifier on 

breast cancer diagnosis 

Table- IV: Name of the Table that justify the values 

 

Random test on the 

model 

Recall 

Malignant  Benign 

1 81 92 

2 87 90 

3 87 86 

4 88 89 

5 88 92 

 

 

Fig. 4. Fig.4 ROC curve for SVM classifier in breast 

cancer diagnosis 

The receiver operating characteristic (ROC) of SVM and 

decision tree is given in figure x and figure y respectively. By 

looking the ROC curve, the SVM classifier is has better recall 

rate than the decision tree classifier. 

C. Confusion matrix analysis 

Along with the accuracy, a confusion matrix is used as a 

metric to evaluate the performance of the Support Vector 

Machine (SVM) and the Decision tree models in the 

classification of breast cancer into either the malignant or the 

benign class. And the confusion matrix of Support Vector 

Machine (SVM) model is shown in figure 5 and that of 

Decision tree model is illustrated in figure 6. 
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Fig. 5. Fig.5 Confusion Matrix of SVM in breast cancer 

diagnosis 

          In figure 5, the Support Vector Machine (SVM) 

confusion matrix is shown. The confusion matrix is very 

important metric to evaluate classifiers quality as well as 

performance. Because, the confusion matrix shows the 

number of misclassifications by the classification models and 

the confusion matrix also shows the true classifications. 

           As illustrated in figure 5, there are a total of 8 

miss-classification or false positives and false negatives 

using the Support Vector Machine (SVM) model. This value 

is less than the false positives and false negatives in the 

Decision tree classification model. Form a total of 569 

samples given in the dataset, 68 are classified as malignant 

and 38 are classified as benign. 

 

 

Fig. 6. Fig.6 Confusion Matrix of Decision Tree in breast 

cancer diagnosis 

In figure 6, the Decision tree classifier model’s confusion 

matrix is illustrated. As illustrated in figure 4, there are a total 

of 13 miss-classification or false positives and false 

negatives. And when compared to the Support Vector 

Machine (SVM) classifier the values of misclassification in 

the Decision tree classification model is greater than the 

misclassification in the Support Vector Machine 

classification model. The true positive and true negatives are 

76 and 54 respectively using the Decision tree. This implies 

that Form a total of 569 samples given in the dataset, 76 are 

classified as malignant and 54 are classified as benign and 12 

samples are misclassified. 

D. Precision analysis 

 The precision of classification model is the measure of 

how precise the models are in the classification of breast 

cancer into the malignant and benign category. The precision 

is used as a metric to evaluate the performance of the Support 

Vector Machine (SVM) and the Decision tree models in the 

classification of breast cancer into either the malignant or the 

benign class. The precision of the Support Vector Machine 

(SVM) model is illustrated in table V and the precision of the 

decision tree classifier is illustrated in table V. 

Table- V: Name of the Table that justify the values 

 

Random test on the 

model 

Precision  

Malignant  Benign 

1 0.83 0.94 

2 0.92 0.89 

3 0.92 0.87 

4 0.79 0.91 

5 0.85 0.90 

 

 

Fig. 7. Fig.7 precision of the SVM model 

Table- V: Name of the Table that justify the values 

 

Random test on the 

model 

Precision  

Malignant  Benign 

1 0.84 0.94 

2 0.74 0.96 

3 0.86 0.91 

4 0.78 0.88 

5 0.85 0.96 

 

Fig. 8. Fig.8 precision of the SVM model 
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V. CONCLUSION 

In this study a machine learning model is proposed by 

employing the most common supervised machine learning 

algorithms namely, the SVM and decision tree algorithm. 

The proposed model is developed and tested on a breast 

cancer data collected from the kaggle repository consisting of 

569 observations. Finally, the proposed model is tested on the 

training dataset. The analysis on the performance of the 

proposed model shows that the support vector machine 

(SVM) has better accuracy on identification of breast cancer 

as compared to the decision tree algorithm. In addition to 

accuracy, the confusion matrix is used to evaluate the 

performance of SVM and the decision tree algorithm and the 

analysis of the results shows that SVM is better on 

identification of breast cancer with less number of false 

negatives or false positive.  
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