
Designing a generalised reward for Building Energy
Management Reinforcement Learning agents

Rubén Mulero Martı́nez
TECNALIA,

Basque Research and Technology Alliance (BRTA)
Derio, Spain

ruben.mulero@tecnalia.com
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Abstract—The reduction of the carbon footprint of buildings
is a challenging task, partly due to the conflicting goals of
maximising occupant comfort and minimising energy consump-
tion. An intelligent management of Heating, Ventilation and Air
Conditioning (HVAC) systems is creating a promising research
line in which the creation of suitable algorithms could reduce
energy consumption maintaining occupants’ comfort. In this re-
gard, Reinforcement Learning (RL) approaches are giving a good
balance between data requirements and intelligent operations to
control building systems. However, there is a gap concerning
how to create a generalised reward signal that can train RL
agents without delimiting the problem to a specific or controlled
scenario. To tackle it, an analysis and discussion is presented
about the necessary requirements for the creation of generalist
rewards, with the objective of laying the foundations that allow
the creation of generalist intelligent agents for building energy
management.

Index Terms—reinforcement learning, reward, generalised,
building, energy efficiency, HVAC

I. INTRODUCTION

Building are the most widespread infrastructures created by
human beings. The evolution of these infrastructures is directly
linked to the advancement in different fields of engineering,
from civil to thermal engineering. One of the most important
advancements is the inclusion of active elements within the
buildings to enhance the comfort levels of occupants, e.g. heat-
ing and cooling systems, air recycling systems, heat pumps,
light sensors, movement sensors, . . . . Moreover, the addition
of new inter-connected elements [1] thanks to the Internet of
Things (IoT) paradigm [2] is paving new ways in which the
automation of the active elements of the building based on the
needs of its occupants is closer than ever. In this regard, the
deployment of different interconnected solutions [3] aims to
improve the quality of life of the occupants by fulfilling their
basic requirements.

Nevertheless, these advancements are increasing the energy
requirement of buildings, which causes an increase in green-
house gas emissions and the carbon footprint [4]. For that

reason, the reduction of the energy consumption in buildings
has become an open challenge for society, public policy and
researchers. The aim is the creation of Net Zero Energy (NZE)
[5] buildings capable of producing the energy required to
maintain their installed active systems without using auxiliary
sources. However, this assumption is far from reality due to
the current technical or structural limitations which require the
help of auxiliary systems to support the building demand.

Artificial Intelligence (AI) is becoming a promising ap-
proach in creating Building Management Systems (BMS) in
which a Machine Learning (ML) algorithm improves the
usage of the installed HVAC systems by reducing energy
consumption through an intelligent management. These AI
systems are fed by data streams gathered by different deployed
IoT sensors and labelled by the interpretation of different
experts in the field. The main goal is to create a multi-
agent management system [6] in which different deployed ML
algorithms will be able to interact between physical installed
systems and predictive consumption demands to adjust the
installed active elements. The creation of suitable ML algo-
rithms is a challenging task because they need to be trained
using accurate data extracted from the deployed sensors of
the building. However, the acquisition of high quality data is
complex due to the lack of a good data repository.

For this reason, the usage of Reinforcement Learning (RL)
[7], as one of the main three ML paradigms, is becoming a
promising approach to train intelligent agents with the ability
of creating intelligent decision-making processes to control
active systems. These algorithms are based on a trial and
error process and use a reward signal to learn if the actions
performed by the agent are correct or not with the objective
of adjusting their future actions. Nonetheless, the creation of
these reward functions is not straightforward because it re-
quires a deep understanding of both RL and building research
fields to potentially define a clear formulation of the problem
to be solved.



In this paper a series of requirements are analysed to support
the design of a reward formula that allows the creation of
generalist intelligent agents for HVAC systems. The goal is
to give some ideas to create a generalist reward function that
works in different scenarios (e.g. different buildings). Figure
1 depicts an schematic flowchart of the paper development
to have a better place of the authors contribution. The left
section states the current implementations by several authors
whereas the right section states our proposed approach. The
remainder of this paper is organised as follows. Section II
gives background on what expert rules are and how RL is used
for control management in buildings. Section III formulates
the reward designs and the considerations to be taken. Finally
Section IV discusses and summarises the general conclusions
of this work.

Fig. 1. Schematic flowchart of the paper development

II. STATE OF THE ART

A. AI and Expert Rule Systems

Traditional approaches rely on using Expert Rule Systems
[8] or rule-based to govern their operations. An expert in
the field configures a set of actions that are triggered when
a set of different logical conditions are met. These actions
make a direct control in the target system to modify its
operational state. The aim of these rule-based systems is to
computationally emulate the decision-making process of a
human expert to allow to the target machine perform intelligent
actions to solve a fixed problem.

Some authors used rule-based systems as the backbone of
their systems to perform intelligent control management of
different systems [9], [10] or to detect faults or problems in
the system life cycle [11]. Likewise, some of these works
have been applied to real world buildings [12], [13]. However,
even if the created systems are accurate and provide a good
performance, the requirement of having an expert in the field
to create the needed rules becomes an expensive and a time-
consuming task. In some scenarios, the expert needs to create

very complicated rules to cover all possible operational cases,
which makes this approach unfeasible in some cases.

Artificial Intelligent (AI) solutions are demonstrating the ca-
pacity of making intelligent actions to solve several problems.
AI solutions rely on using Machine Learning (ML) algorithms
by making a training process using real (data-driven) or
simulated (model-driven) data from a set of sensors, soft-
sensors or simulation environments. Cotrufo et al. [14] tested
five ML algorithms to effectively manage electric heaters and
avoid the usage of a gas boiler. To do so, they created a
model predictive control by training five ML algorithms and
compared the obtained results against the set-back strategy
(called BAU), to study how ML algorithms are capable of
reducing the operation of the gas boiler.

There are some exceptions in which authors make a direct
combination of AI and rule-based system to enhance the
results of the model actions and avoid undesirable solutions.
These solutions try to avoid some common problems like
moisture-related problems, occupant comfort problems or to
prevent disorders like Legionnaire’s disease. Rule-based sys-
tem acts as an added value to improve the results given by
the control algorithms. For example in [15], authors defined
an intelligent thermostat which used a trained AI agent. If
for some reason the decision-making process of the AI agent
did not guarantee the comfort ratio levels of the building
occupants, a set-back strategy based on rule-based system was
executed to ensure that comfort levels were met.

B. Reinforcement Learning and its growth

In recent years RL is receiving more attention in the
literature, and an indication of that is that several reviews
have recently been published [16], [17]. As a consequence,
RL is being applied to solve different kind of problems such
as robotics [18], economics [19] or computer games [20].
Likewise, it is also being applied to control the energy systems
of buildings [21], [22].

Yuan et al. [23] proposed to use RL for air-conditioning
system optimisation. They presented a new rule-assisted RL-
based control method where a fitted Q-iteration algorithm
was selected as the batch RL algorithm. Instead of using a
simulator, rules were used to optimise the operation of the air-
conditioning system. They evaluated the proposed method on
a single-storey office building and they compared it with rule-
based and proportional-integral-derivative (PID) strategies. Re-
sults showed that their proposal got a better comfort level than
the compared methods and consumed less energy.

Raman et al. [24] proposed to use Zap Q-learning algo-
rithm for climate control of a commercial building. In this
case, besides the temperature comfort, the model was trained
to maintain the humidity comfort while minimising energy
consumption. They showed that the proposed controller was
able to maintain temperature and humidity within the comfort
limits. However, the energy saving was smaller compared to
a Model Predictive Control (MPC) method proposed by the
same authors in a previous work.



Wei et al. [25] proposed to use Deep Q-learning to control
building systems. To approximate the Q-value they used a
similar neural network structure to the one used in [26]. They
proposed two alternatives: 1) to use a single neural network
to control the building; 2) to train a neural network for each
zone of the building. They compared their proposals with a
rule-based approach and Q-learning. The results showed that
their proposals maintained the temperature within the desired
range and consumed less energy than the baseline methods.
The saving was greater when a neural network was trained
for each zone of the building. Lissa et al. [27] relied on
that same neural network to estimate the Q-values of their
deep reinforcement learning algorithm model to manage and
control the heating system and the domestic hot water. They
proposed a new methodology to define the threshold of indoor
temperature comfort, based on the historical temperature of
the building. In an experimental study, they showed that their
method achieved the desired comfort for indoor temperature
and domestic hot water and saved more energy than a rule-
based system.

Zhang et al. [28] used asynchronous advantage actor-critic
(A3C) to control a radiant heating system in an office building.
To train the model, instead of using indoor air temperature as
a proxy for thermal comfort, they proposed to use occupants’
thermal preferences obtained from a smartphone app. They
trained the deep reinforcement model over a simulator and
then tested it in a real-life office building. Same authors
extended their work in [29] by doing a direct calibration of
the presented energy model with a dataset created by their
experimental platform to minimise the gap between simulation
and real environment. In both works, the obtained results
outperforms the results obtained by rule-based approaches
concluding that their proposals reduced the heating demand.

Wang el al. [30] implemented an actor-critic-based RL
controller applied to the building HVAC control. They used
the LSTM recurrent neural network for both policy and value
representation. They tested their proposal in a simulated office
building and results showed that the proposal maintained the
comfort and saved energy.

III. REWARD DESIGN

In order to maintain a healthy and comfortable indoor
climate in buildings, adverse weather conditions are com-
pensated by HVAC systems. Such devices consume thermal
and/or electrical energy, involving both a financial expenditure
(cost of fuel or energy carrier) and an environmental penalty
(linked to resource depletion and greenhouse gas emissions).
The reward can be regarded as an explicit formulation of a
universal problem in buildings: the trade-off between occupant
comfort and energy consumption. The reward function is thus
formulated as a combination of an occupant comfort term and
an energy consumption term. The present study aims at the
formulation of a generalised reward that remains applicable
for a wide range of climates, building types and use schedules.

A. Occupant comfort term

The thermal comfort of humans at indoor spaces depends
on many parameters governing the heat balance with the
environment, such as ambient and radiant temperatures, rel-
ative humidity, air speed, metabolic rate, physical activity and
clothing. It is ultimately a subjective metric that varies among
different cultures and individuals. An extensive literature exists
on the topic of thermal comfort. The Predicted Mean Vote
(PMV), originally envisaged by Fanger and widely discussed
by many later authors [31], aims at predicting the average
thermal sensation of a sample group of people as a function
of many of the above parameters. The calculation leads to
a Predicted Percentage of Dissatisfied (PPD) among healthy
adults in air-conditioned buildings, which can also be used
as a performance indicator. Still today, the PMV/PPD model
remains the reference criterion of international [32], European
[33] and North American [34] standards for assessing building
performance. The more recently developed adaptive comfort
model [35] states that comfort criteria are variable in time,
considering both physiological and psychological adaptation.
As users set their clothing and expectations in view of the
outdoor climate, users might be able to tolerate more relaxed
indoor comfort conditions for winter and summer, especially
in absence of mechanical cooling. The adaptive control model
is now accepted in most standards as an alternative method,
and its implementation might help in reducing building energy
intensity [36].

For the purpose of the reward, the comfort term requires
the definition of a function expressing the occupant comfort
as a function of measurable environmental conditions. For
practicality, indoor air temperature is often selected as the
sole reference parameter for HVAC control, because it is both
very influential and easy to measure. More advanced systems
estimate an operative temperature from additional readings of
surface temperatures, relative humidity or air speed. While
thermostat-based systems are typically based on a Boolean
value (either within or outside a given comfort range), the
declaration of a smooth comfort function would be more
realistic and potentially more advantageous for training RL
algorithms.

The comfort assessment procedure described above should
only apply while the building is occupied. The comfort term
should be eliminated from the reward function in the absence
of occupancy. Additionally, this comfort term can also be
attenuated in the event of low occupancy. For long unoccupied
periods, a setback temperature can be advisable for prevent-
ing moisture-related problems such as frost, condensation or
mould growth. This behaviour might be implemented through
an expert rule that is triggered when the system gets compro-
mised, or hard-wired into the HVAC control system outside
the scope of the RL setting.

B. Energy consumption term

Average energy usages and costs for a given location are
typically correlated with climate, available resources, building
typology, thermal insulation level and efficiency of HVAC



systems. The consumed energy carrier (e.g. natural gas, elec-
tricity) is measured by heat or electricity meters and corre-
spondingly charged by the energy supplier. The widespread
deployment of smart meters in recent years provides ready
access to energy usage data.

While global and local policies often address the reduction
of primary energy consumption (raw fuels at source) and
their associated greenhouse gas emissions, individual users
tend to focus primarily on the financial cost of energy. The
latter should ideally be linked to the associated environmental
penalty and is increasingly being used as a proxy to incentivise
or discourage consumption through variable price schemes.
The knowledge in advance of energy carrier prices provides
a greatly increased potential for cost saving and optimisation
through RL strategies.

It follows from the above that the energy consumption
term of the reward function could be expressed in a currency
unit. This would however complicate the formulation of a
generalised reward function, which would need to be adjusted
for each specific country, with the additional consideration
of time-varying exchange rates among currencies. Moreover,
even for regions or countries that share the same currency,
the relative value can be very different as is closely tied to
purchasing power. Lastly, even within a specific country or
region, monetary inflation or deflation alters the relative value
of the currency over time, so the reward function would also
require a periodic adjustment.

Such problems can be overcome if the cost of energy is
expressed not as a monetary unit but as a fraction of the Gross
Domestic Product (GDP) per capita at Purchasing Power Parity
(PPP), an accepted macroeconomic unit. This allows a more
realistic valuation of the cost and the self-adjustment of the
model responding to external events (e.g. monetary inflation,
salary depreciation, variations in fuel prices).

Finally, HVAC devices and systems are subject to deterio-
ration due to wear. Likewise, service intervals are dependent
on the usage pattern of these devices. Associated replacement
costs and service charges could be included as a penalty
in the energy consumption term. For this purpose, operation
time and/or the number of on/off cycles can be adopted as
chargeable parameters with an associated cost.

C. Weighting of terms

Both the occupant comfort term and the energy consumption
term discussed above are time-dependent, as their values
depend on instantaneous internal ambient conditions (funda-
mentally temperature) and power consumption. In turn, the
actions adopted by the RL agent at any given instant will
affect the current and future values of both of these terms.

The reward function must define the relative importance of
the conflicting comfort and energy terms. If such terms are
normalised (as is often the case in a RL setting), the reward
can be formulated as a weight function. In the form of Eq.
1, the occupant comfort term C(t) has a positive effect on
the reward, the energy consumption term E(t) has a negative

effect, and both terms are balanced by the weight parameter
β.

R(t) = βC(t) − (1 − β)E(t) (1)

In this formulation, β can range between zero and one,
representing the price that the user is willing to pay for
comfort. High values of β prioritise thermal comfort over
energy consumption, and vice versa. The extreme cases are
β = 1, where the agent focuses solely on occupant comfort
regardless of energy consumption, and β = 0, which entirely
disregards comfort and aims solely at minimising energy
consumption.

The formulation of the reward as a weight function allows
tuning the model to suit the particular conditions of each use
case (e.g. household income, awareness of comfort, environ-
mental concern) while maintaining a consistent generalised
formulation for the reward function.

IV. DISCUSSION AND CONCLUSION

The design of rewards for RL is a challenging task because
it requires a deep prior understanding of the problem and its
formulation into a reward and penalty scheme. As Sutton et al.
[7] say, ”the reward signal is not the place to impart to the
agent prior knowledge about how to achieve what we want
it to do”, i.e. the agent should learn how to accomplish an
specific goal instead of finding a way of how to obtain more
reward. In this manuscript, authors argue that RL problems
designed in the energy field require the identification of the
most meaningful variables to be used and their reformulation
in a generalised way.

Previous works by several authors take into account many
of the discussed elements (e.g. occupants, consumption, set
point penalties and so on). However, most of their proposed
solutions contain ad hoc rewards focused on their specific use
case creating a reward formula with a set of magnitudes that
satisfies their outcome (e.g. integrating the power consumption
over a specific time interval ∆t, or establishing a fixed penalty
for violating a given comfort range). This procedure is com-
mon because in some scenarios, there is a lack of information
from some elements (the current power requirement of the
active element, the modification of the elements due to a set-
back procedure, the mean variations of the consumption of the
installed elements, . . . ). For that reason, the design of a reward
taking into account fixed magnitudes delimits the problem
to a single scenario, making it very difficult to reproduce it.
Focusing the solution of a problem on a convenient selection
of scalar magnitudes prevents the generalisation of the trained
agent and the reproduction of the experiment when the target
environment is different. It is important to say that each active
element inside a building might have a different manufacturer,
efficiency or performance curve. These requirements should
ideally be modelled as a part of the agent’s state rather than
introduced into the reward formula.

Considering the previous lines, one challenge is the creation
of a generalised reward function that creates rewards based on



balanced normalisation of comfort and energy. These requires
a deep knowledge about the limitations of the different factors
(occupancy, solar radiation, electricity prices, thermal insula-
tion, . . . ) and their inclusion into a generalised and normalised
formulation. In previous literature, researchers have tried to
normalise these factors by defining one by one the upper and
lower limits, which can be a distorting factor because some
factors do not have a defined boundary. For example, the
electricity costs. Depending on the country, electricity prices
could be considered cheap or expensive. There is not a rule
which identifies when something is cheap or expensive in
a use case because this is dependent on several objectives
and subjective factors. Thus, in the proposed approach a
normalisation procedure is not performed for each involved
factors based on fixed boundaries, instead a direct relationship
between costs and comfort values is studied to avoid the
definition of upper and lower limits of each factor to normalise
the reward function.

The main objective of the reward function is to train a RL
agent to reduce the energy consumption (and consequently
reduce energy bills). However, authors do not always take into
consideration the decision between sacrificing comfort or sac-
rificing energy cost. Most of the proposed works aim to create
an intelligent decision-making agent to assess when to activate
or not the installed comfort devices by creating an intelligent
scheduling process. However, there are scenarios in which the
comfort of the building occupants should be prioritised over
the electricity price, e.g. when the target environment is a
hospital. In that case, electricity price is not a priority and the
decision making process should try to prioritise the comfort
of the occupants rather than creating a schedule to avoid the
most expensive electric prices. But, the problem may be the
other way around; there could exist a scenario in which the
comfort of the occupants is not very relevant and the cost
of electricity should be highly prioritised. Thus, the decision
between applying a bias between the occupant comfort versus
the electricity price should be something that the researcher
should decide when the agent is trained. In this regard, a bias
factor should be included into the reward function to allow
considering the priorities of the assessed scenario (comfort or
energy cost) while still maintaining a generalised form.

To overcome the aforementioned difficulties, a reward de-
sign based on the following characteristics is proposed:

• The reward function retains a generalised form that is
applicable in principle to any type of building, climate
and use pattern. The formulation is expressed as a
weighted balance between a thermal comfort term and
an energy cost term. The only parameter to be adjusted
is the weight, which determines the preference of the
user between the conflicting aims of comfort and energy
efficiency.

• The comfort term is formulated as a bell-shaped function
(Figure 2 left), with a theoretical optimum and a gradual
decrease of the reward in both directions (e.g. too cold
or too hot). The more common use of Boolean models
(e.g. a fixed penalty for deviating from a given comfort

range) is a legacy from thermostat-based controls that is
no longer relevant in a RL setting. The use of a smooth
derivable curve is more realistic, fits better with accepted
comfort models, and is more appropriate for training RL
agents. The comfort term is normalised between 0 and 1
and multiplied by an occupancy factor (thus the comfort
term becomes irrelevant for unoccupied periods).

• The energy consumption term is directly proportional to
cost (price of energy carrier plus a penalty associated with
on/off cycles). A normalisation of this term is proposed
(Figure 2 right) by expressing it as a fraction of GDP per
capita at purchasing power parity, instead of a currency
unit. This should allow self-adjustment to external dis-
turbances such as monetary inflation or variations in fuel
price, achieving a more robust model that does not require
a periodic recalibration of its parameters. The authors
intend to further develop this approach in future work.

• The normalisation of both comfort and energy consump-
tion settles the relation between these terms. While the
unity value expresses the maximum achievable comfort,
values above 1 are theoretically possible for the energy
consumption. Contrasting with other models, clipping
above a given maximum value is prevented, as it could
lead to excessive expenditures during extreme events (e.g.
a short but substantial surge in fuel prices). A system
with no upper boundary for cost is more representative
of actual economic penalty and thus can be better trained
to cope with such events.

Fig. 2. Schematic diagram of the proposed normalisation scheme for the
occupant comfort and energy consumption terms

The result is a reward function with a generalised and
interpretable form, which can therefore be applied to any
building typology, use schedule or climate, without restricting
its application to a specific case. The only input required from
the user is a weight parameter that controls the preference
among maximising occupant comfort and minimising energy
consumption. RL agents trained with a reward of this form
should be able to adjust their optimum strategy to any varia-
tions in external factors such as weather, occupancy patterns
or variations in the cost of fuel carriers, without any external
intervention required from the user.

In future work, a complete reward formula will be presented
to demonstrate how the presented methodology can be imple-
mented in different scenarios based on the obtained contextual
data and user weights definition.
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