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 

Abstract: Recommendation systems are subdivision of Refine 

Data that request to anticipate ranking or liking a user would give 

to an item. Recommended systems produce user customized 

exhortations for product or service. Recommended systems are 

used in different services like Google Search Engine, YouTube, 

Gmail and also Product recommendation service on any 

E-Commerce website. These systems usually depends on content 

based approach. in this paper, we develop these type 

recommended systems by using several algorithms like K-Nearest 

neighbors(KNN), Support-Vector Machine(SVM), Logistic 

Regression(LR), MultinomialNB(MNB),and Multi-layer 

Perception(MLP). These will predict nearest categories from the 

News Category Data, among these categories we will recommend 

the most common sentence to a user and we analyze the 

performance metrics. This approach is tested on News Category 

Data set. This data set having more or less 200k Headlines of 

News and 41 classes, collected from the Huff post from the year of 

2012-2018. 

 
Keywords: Recommendation system: Support-Vector Machine: 

Multilayer Perceptron: K-Nearest neighbors: Logistic Regression: 

MultinomialNB. 

.  

I. INTRODUCTION 

Recommended systems deals with recommending of 

products or items to a user based on their interest. The main 

reason we need a recommendation system in the current 

generation is because humans have extremely many 

alternatives to utilize required information which is popular 

from the Internet. The Recommend system solves the 

information overloading problem [1]. It is running based on 

three phase’s object-data collection, similarity decision and 

prediction computation on the report of Chen and Anne 

Yun-An [2]. Mainly three types of recommendation systems 

are available they are Content-Based Recommendation 

system, Collaborative Filtering-Based Recommendation  
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System and Hybrid Recommendation system which works 

effectively in the Media and Entertainment production. Data 

set used in this paper is News Category. It consist more or less 

200k Headlines of News and 41 classes, the data set is 

Collected from Huff Post website from the year of 2012-2018.  

 

The below Figure shows the category wise data distribution. 

 

 
Fig 1. Flowchart of category wise data. 

 

In this dataset total number of authors or 27135 members. 

Average News articles written by each author is 5.  

 
Fig 2. Flowchart shows contributions of authors on each category. 

 

The above Fig2 shows that almost 35% of the news categories 

from Politics, Wellness and Entertainment. 

 

Machine learning (ML) is promptly one of the vigorous 

methodology in present era. Machine learning (ML) is the 

analytical models and research-based study of algorithms that 

computer machine is use to perform particular task without 

being explicitly programmed. 
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These algorithms used in variety of applications like Spam 

Filtering, Face Recognition, Speech Recognition and 

Computer Vision etc. Machine learning algorithms are three 

types. 

Supervised learning: In supervised learning the machine is 

learned from the data which have labels and tag values. By 

using labeled data we can easily predict the newly entered 

data. The supervised learning algorithm is similar to the 

students which are learning under supervision of teachers. 

 

Unsupervised learning: Unsupervised learning is the 

machine is learned from the data which does not contain any 

labels or tag values. In unsupervised learning we classify or 

group the data by observing the similarity or relationship 

between the other data. 

 

Reinforcement learning: The reinforcement learning 

algorithm is a one type of algorithm in which the machine is 

interacting with its environment by performing some actions 

and analyzes the data. 

 

Algorithms 

In this paper generally we used classification algorithms 

like Support-Vector Machine, K-Nearest Neighbors, Logistic 

Regression, Multinomial Naïve Bayes, Multilayer Perceptron 

to classify Data and we evaluated these algorithms 

performance metrics to compare which algorithm is given 

better results. 

 

 

II. RELATED WORK 

Xiwang Yang et.al [1] did online social voting using 

collaborative filtering based recommendation system. From 

the experiment with actual data, the group associated 

information can greatly increase the perfection of 

popularity-based voting recommendation, in general for cold 

users compare to social network information. In this 

Recommendation system of online social voting, used 

collaborative filtering algorithms like Matrix Factorization 

and Nearest Neighbor Method. The popularity based social 

voting recommendation leads to information overloading 

problem. 

 

Parteek Parhi et.al [2] conducted survey on technics of 

collaborative filtering methods. By using Neighborhood 

approach it’s better to do recommendation on smaller dataset, 

whereas using Latent Factor approach the main advantage is 

user control of higher level. Neighborhood based approach 

takes matrix as input and predicts the model using 

comparability limitations. In Latent Factor approach from the 

user-rating matrix it’s calculates the hidden characteristics 

and predicts the model. The both approaches Neighborhood 

and Latent Factor having problem of cold start and data 

sparsity. 

 

Paolo Cremonesi et.al [3] calculates the Top-n 

Recommendation  tasks performance by using  collaborative 

filtering algorithms like Non- Personalized models, 

Neighborhood models, Singular value decomposition and 

Latent factor models. This experiment done on two dataset 

Movie lens and Netflix datasets. Performance of Top-n 

recommendation system can be evaluated by using 

precision/recall and error metrics Mean Absolute Error and 

Root Mean Square Error. Depend on this tasks the error 

metrics Root Mean Square Error can work as quality 

representative. 

 

Xiwang Yang et.al [4] using social network information did 

Top-k Recommendation. Community - based 

Recommendation is expansive in the actuality, but 

recommendation of top-k using online community - based 

networks has subsist not adequate. He did inclusive research 

on raise the performance of top-k recommendation using 

certainty data obtain from the online community - based 

networks. Through experiments on Flixster and Epinions 

dataset find one important thing by using Matrix Factorization 

model and Nearest Neighborhood models certainty data 

improves the top-k recommendation. From the study of all the 

above work we are going to implement A Recommendation 

system and Evaluates the performance metrics analysis by 

using several Machine Learning Algorithms.  

 

III. PROPOSED WORK 

A. Support-Vector Machine 

Support-Vector Machine is a supervised learning 

algorithm, used for classification and regression analysis. 

In Support-Vector Machine algorithm each data entity plot 

as a point in n- dimensional volume accompanied by the 

value of every peculiar actuality of the value of a specific 

coordinate. The classification is done by using 

Hyper-plane/Line which will segregate the two classes. It’s 

classifies both linear and non-linear problems using 

different kernels. 

 

 

 
Fig 3. General classification of hyper plane. 

 

B. K-Nearest neighbors 

The K-Nearest neighbor is extremely easy to classify the 

data and it is also be used in regression problems like SVM. 

It is also supervised learning algorithm because, the model 

is trained and evaluated by class labels. KNN uses the 

similarity features to predict the nearest neighbors. To 

discover K-Nearest neighbors, K value will be used where, 

K is an integer value. Based on “K” value it calculate the 

Euclidean distance between data points. 
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Fig 4. K-NN classification based on Euclidian Distance. 

 

C. Multinomial Naïve Bayes 

Multinomial Naïve is a simple probabilistic model its 

purely depends on Bayes theorem. Bayes theorem is used 

to solve conditional probability problems. Multinomial 

Naïve Bayes specifically used for Natural Language 

processing problems because, it is fast and reliable when 

compare to similar classification algorithms like SVM and 

Neural Network. 

 

 
Fig 5. Bayes Theorem. 

 

D. Logistic Regression 

In Machine learning the Logistic algorithm is also one of 

the classification analysis algorithm. It will predict the only 

specific values, according to particular sequence to map 

predicted values to probabilities used sigmoid function. It 

also same like linear regression but whereas linear 

regression deals with only binary class. In Logistic 

Regression there are three types. Binary Logistic 

Regression, Multi-class Logistic Regression and Ordinal 

Logistic Regression. Multi-class Logistic Regression deals 

with other than two class. 

 

 

 
Fig 6. General classification of Logistic Regression. 

 

E. Multilayer-Perceptron 

In Machine learning Perceptron is Artificial Neural Network 

entity, it is also a supervised learning algorithm for binary 

classifiers. Linear separable patterns or done by single layer 

perceptron. Perceptron’s are two types’ Single layer and 

Multilayer perceptron.  

 

In Multilayer Perceptron more than three layers are 

available like input layer, hidden layer and output layer, 

because of these layers it have the appreciable processing 

power. It will take inputs and those weights do some process 

and produce the output to the output layer. 

 

 

 
 

Fig 7. Multilayer-Perceptron 

 

In proposed work we use above classifiers to classify the 

News headlines category from the dataset, build a 

recommendation system and evaluate the performance of 

those algorithms. 

 

 

 
Fig 8: Architectural prototype of proposed system. 
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As signify in the above architectural prototype diagram, it’s 

involves the proposed prototype of Recommendation system 

and their performance metrics analysis by using several 

Machine learning algorithms. 

 

1. The foremost step in the structure of Recommendation 

system is sort out the preferred News Category dataset for 

Text classification. The Data contains Headline of the news, 

short Description of the news and categories of news and etc.  

 

2. After data set is collected, we need to extract the features 

for that, apply the preprocessing technique to dataset using 

Natural Language Tool Kit (NLTK). It will divide the Text 

sentence into meaningful tokens, remove stop words and 

convert all characters into lowercase and remove empty cells 

& clean the unwanted data from the dataset. 

 

3. Once the preprocessing of headline and short description of 

news is done. Split Train Data and Test Data in required 

percentage. 

 

4. The result of train and test split data given to TFDIF 

Vectorizer. This will convert the text data into vectors by 

using (fit transform) model from the TFIDF vectorised. These 

Vector stores data in the grouping of sparse matrix. The 

matrix incorporate with dominant amount of Zeros is called 

sparse matrix. The foremost advantage with sparse matrix is 

consumes less memory because it contains less number of 

non-zero elements. 

 

5. Fit the Train vectors to different type’s classification 

algorithm like Support-vector Machine, K-Nearest 

Neighbors, Logistic Regression, Multinomial Naïve Bayes, 

and Multilayer Perceptron. After completion of data training, 

We Test model with test vectors and predict the labels. 

6. calculating the accuracy score of various classifiers using 

confusion matrix of the each classifier and differentiate the 

accuracy score of different algorithms to see which algorithm 

provides better result. 

7. To recommend n -nearest categories of a test sentence we 

calculated weights of each and every model and Multiplied 

weights with actual train & actual test data. 

8. After multiplication of weights with train and test data we 

got another train and test data. Fit the train data to nearest 

neighbors and test the model with test data it will predict the 

n- nearest categories to a specific test point. Here n will 

returns the number of nearest points to a single test point 

 

 

IV. PERFORMANCE METRICS ANALYSIS 

In The Machine learning assessing algorithms is extremely 

important segment of the project. Classification Machine 

learning models we use Accuracy score, Precision, Recall and 

F1 score.     

 

 

 

 

Confusion Matrix   

 
 

Accuracy score represent as the amount of exact predictions 

divided by the total amount of predictions. 

   

 

 

 

V. COMPARISON TABLE 

From the comparision of the below table Support-Vector 

Machines provides 75.13% highest accuray. 

 
Table 1. This table of content shows Accuracy of the 

proposed Recommendation system using Different 

classification algorithms for News Category Dataset.



International Journal of Engineering and Advanced Technology (IJEAT) 

ISSN: 2249 – 8958, Volume-9 Issue-3, February 2020 

2449 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  

Retrieval Number: C5791029320/2020©BEIESP 

DOI: 10.35940/ijeat.C5791.029320 

 

VI. RESULTS OF N- NEAREST RECOMMENDATION 

1) N-Recommendations using Support Vector Machine. 

 

 

 
 

 

2) N-Recommendations using Logistic Regression. 

 

 

 
 

 

3) N-Recommendations using Multilayer Perceptron. 
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4) N-Recommendations using Multinomial Naive Bayes. 

 

 
 

 

5) N-Recommendations using K-Nearest Neighbors. 

 

 
 

VII. CONCLUSION 

As shown in all the above results, this paper use five 

classifiers are Support-Vector Machines, Logistic Regression  

Multinomial Naive Bayes, Multilayer Perceptron and 

K-Nearest Neighbors .It was observed that from the 

comparison of all the algorithms Support-Vector Machine 

gives 75.13% accuracy. From the News category dataset 

categorizes the category of sentence and recommended these 

categories to user. In future we try to improve the model using 

different word or embedding sentences victimizers. 
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