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 

Abstract: With the steady growth in the wind power sector in the 

past decade and the projected expansions in the future, wind 

energy plays a significant role in the Global clean energy 

scenario. When wind turbines operate in clusters as in wind farms, 

downwind turbines experience wake losses caused by the upwind 

turbines.  For the efficient design and successful management of 

wind energy projects, these wakes induced power losses within the 

turbine arrays are to be analyzed and understood.  In this paper, 

we review different approaches, both based on kinematic and flow 

models, in quantifying the wake induced velocity and power 

deficits within wind farms. Under the kinematic approach, Jensen, 

Larsen and Frandsen models are described. Ainslie, RANS, DNS 

and LES models are covered under the CFD based flow approach. 

The deep array effect, which is being experienced in large sized 

wind farms, are also discussed and models developed to estimate 

the deep array wake losses are reviewed. Need for new methods 

and approaches in quantifying the deep array losses are 

highlighted in the paper.  

 

Keywords: Windfarms; Wake losses; Deep array effect, 

Computational Fluid Dynamics.  

I. INTRODUCTION 

The wind energy sector is growing rapidly. As a result, the 

share of wind generated electricity in the power grids around 

the world has significantly increased. For example, with 51.3 

GW of new installations, the global wind power capacity has 

reached up to 591 GW by 2018 [1]. Wind continues to retain 

its prominence among the renewables as the compound 

annual growth rate (CAGR) in this sector, over the past five 

years is around 13% [1]. With all these installations, wind 

could provide 1,270 TWh of electricity to the global grids [2]. 

Although most of these contributions are from onshore 

projects, the offshore wind energy sector is also expanding 

aggressively. For example, an offshore capacity of 4.5 GW 

has been added by 2018, with which the cumulative offshore 

installations could reach 23 GW [1]. Several ambitious 

projects with large scale wind power systems, both onshore 

and offshore, are at different stages of planning and 

development around the world. 

One of the challenges in developing and managing wind 

energy farms is understanding the power losses due to the 

wake effect. As the wind passes through the upstream 

turbines in a wind farm, due to the energy extraction by the  
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first-row turbines and churning effect of the rotating blades,  

the flow will get weakened and disturbed, which is generally 

termed as the wake effect.  As a result of wakes, the power  

produced by the first row of downwind turbines would 

considerably be less than the upwind turbines. This deficit 

pattern continues for all the successive turbines after the first 

wake field. In case of some large wind farms, the power 

deficits due to wake can be as high as 20-40% [3]. As a result, 

the annual energy production could suffer losses up to 15% 

[4]. Wake effect not only reduces the productivity and 

thereby economic merits of the wind farm, but also limits the 

lifetime of the wind turbines as shown in [5]-[8].  

Hence, understanding the wake propagation pattern at the 

wind flow condition prominent in a prospective site is 

essential in wind farm designs. Once the wake pattern is 

estimated, the designer can geographically position the 

turbines within the farm in such a way that the wake induced 

power losses are minimized. Similarly, wake estimation is 

important in developing efficient tools for wind farm 

management, for example in wind power forecasting and 

prognostics.   

In this paper, we review different wake models used by the 

industry to estimate wind farm wakes. The deep array effect, 

which is experienced in large wind farms are also discussed 

briefly.  

II. TYPES OF WAKES 

The first systematic analysis of wakes induced by wind 

turbines was by Lissaman [9]. This is followed by the 

experimental studies by [10],[11]. The wakes experienced 

behind the wind turbine can be of two types - the near wake 

and the far wake. The near wake region refers to the 

immediate disturbance behind the rotor, approximately up to 

one to five times the rotor diameter. This wake, which is 

influenced by the rotor characteristics such as the number of 

blades, blade aerodynamics and tip vortices, radially expands 

until it is  
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Fig. 1 Classification of wake models 

fully developed. An extensive analysis of near wake effects is 

presented in [12],[13].   

On the other hand, the mechanism of far wakes are 

different. In far wakes, the velocity initially drops and 

gradually regains at the downstream of the turbine. The 

velocity deficits are mostly recovered before encountering to 

another, if the turbines are placed at sufficient distances. In 

larger wind farms, the „Deep Array Effect‟, where the turbine 

array itself act as a roughness contributor within the planetary 

boundary layer, will also contribute to the wake losses [14]. 

Being more important in the wind farm design and 

management, discussions in this paper will be limited the far 

wakes. 

III. METHODS FOR ESTIMATING WAKE LOSSES 

Models which are conventionally used for quantifying the 

wake effect in wind farms can broadly be classified as 

kinematic models and field models. There are different 

variations for these models, for example see [13],[15], which 

also broadly comes under one of these two approaches. These 

classifications are shown in Fig. 1 and briefly described in the 

following sections.   

A. Kinematic Models 

These models, which are also termed as explicit models or 

analytical models, were the first models introduced for wind 

turbine wake estimation [16]. There are three 

well-established kinematic models available today. They are  

Jensen model [17], Larsen model [18]  and Frandsen model 

[19]. These models assess the flow field using the momentum 

equation to model reduction in velocity due to the wake 

behind a turbine. This approach disregards the initial wake 

expansion region and the initial turbulence intensity and 

hence neglects the near wake effects. These models are 

briefly described below. 

Jensen model 

This wake model is the oldest wake model which was 

developed by N.O Jensen in 1983 [17] and extended by [20].  

The models were further improved to incorporate turbulence 

models [21]. Recently, [22] improved the Jensen model by 

incorporating the effects of partial shadowing, yaw 

misalignment and inconsistent wind conditions. 

The Jensen model considers that the wake symmetric 

expands proportionally with the flow after the turbine, where 

the initial wake diameter is taken as the turbine rotor 

diameter. For a given distance in the downstream, the 

velocity is assumed constant as the wake spreads in both the 

vertical and lateral directions, giving the wake a „top-hat‟ 

velocity profile. In its general form, Jensen‟s model estimates 

the wake induced velocity deficit by 
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(1) 

 

and the wake diameter as 

2WD D kX    

(2) 

where ou  is the free (undisturbed) velocity, TC  is the turbine 

thrust coefficient, X  is the downstream distance from the 

rotor, D is the rotor diameter and its unit is meter, wD  is the 

wake diameter and k is the wake decay constant. In the 

model, the wake decay constant is used to characterize how 

the wake diameter expands and the velocity deficit is 

recovered. In the case of onshore wind farms, k can be taken 

as 0.075, while for offshore, 0.04 is a good approximation for 

k [23]. 

Although the Jensen model does not specifically consider 

the turbulence, the wake decay constant does relate ambient 

turbulence into the model since it is a function of the terrain 

roughness. Low decay constant indicates low turbulence and 

vice versa.  Although the wake decay constant is influential 

for specific wind directions calculations, the errors will 

become negligible when all directions are included [20]. 

Similarly, though the complete shadowing of the downstream 

turbine is the main concern in Jenson‟s wake modelling, 

partial shadowing should also be included in the analysis 

[22].  This is mainly due to the yaw misalignment due to the 

differences in the yawing speed and the speed at which the 

wind direction changes. As a result, turbines could be 

misaligned with direction during operation. Two methods for 

estimating this time delay has been proposed by [24],[25].   

Based on this, a correction has been proposed by [22].  

Larsen model 

A simple wake computation procedure was introduced by 

Larsen which is being used wind some wind farm design 

tools [18]. In this method, width of the wake and the mean 

velocity profile within the wake are solved using the Prandtl 

turbulent boundary layer model. The closed form solution 

can be arrived by assuming a self-similar velocity profile 

thereby using Prandtl‟s mixing length theory. In this model, 

the axis-symmetric form is made by further assuming the 

flow as incompressible and stationary with the thin wind 

shear approximation. Larsen has introduced a first-order as 

well as  a second-order approximate solution to the boundary 

layer equations [26], out of which the second order is suitable 

for solving the double dip in the velocity reduction profile of 

the near wake. The first order equation of the rotor wake 

radius is given as 
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(3) 

where,  TC  is the thrust coefficient of the turbine and A is the 

area covered by the rotor. 

Frandsen model 

Frandsen Model, also known as the Storpark Analytical 

Model (SAM), was presented in [19]. This model has the 

advantage over other kinematic models like Jensen and 

Larsen as it can model multiple wakes.  Developed mainly for 

offshore wind farms, the Frandsen model relates to layouts 

with regular array geometry (equidistant turbine spacing 

within a row and between arrays). The model considers three 

regimes. The first regime assumes that there is no interaction 

among neighboring wakes. As the wake flow propagates 

downstream, it phases into a second regime as two 

neighboring wakes interact. Further, when the wake flows 

through an infinitely large wind farm, it enters the third 

regime where it balances with the boundary layer. Similar to 

the Jensen model, this model has a „hat-shaped‟ velocity 

deficit profile. The Velocity deficit and Wake diameter are 

given by 
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where ou  is the undisturbed velocity, TC  is the turbine thrust 

coefficient, X  is the distance from the rotor in the 

downstream, D is the rotor diameter, wD  is the wake 

diameter, A  is the area covered by the rotor, wA is the wake 

area and   the wake expansion coefficient.  

In case of multiple wakes resulting from upstream 

turbines (composite wakes) the model divides the wake into 

several sections called mosaic tiles. Each tile is thought to 

have constant (although varying) velocity. The mean wind 

speed over the rotor area is then solved using a semi-linear 

method as discussed in [27]    

B. Field Models 

Field models calculate the wake losses by analyzing the 

complete wake flow field through the wind farm using 

computational fluid dynamics (CFD). These models are 

categorized in accordance to which technique applied for 

simulating the wake turbulence. Broadly, these are Ainslie 

model, Reynolds-averaged Navier-Stokes (RANS) model, 

Direct Numerical Simulation (DNS) model and Large Eddy 

Simulations (LES) model.  

Ainslie Model 

This wake model is developed by numerically solving the 

wake differential equations (RANS) using an Eddy Viscosity 

(EV) wake model for turbulent closure in the velocity deficit 

[28]. The wake here is considered asymmetrical and fully 

turbulent, where diffusion and the pressure gradients in the 

outer flow are not considered. The differential equations can 

be solved using any finite difference numerical integration 

scheme [29],[30]. The boundary conditions are taken when 

the parabolicity is fully developed, i.e. at 2 rotor diameters 

(after the near wakes), using the Gaussian velocity profile 
2
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(7) 

which is valid for at least 5 rotor diameters downstream. Here 

0.005 (16 0.5)
1000

w T T

I
D C C     

 

(8) 

Based on wind tunnel experiments, it is shown that, the 

parameter I is the ambient turbulence intensity (%) and CT is 

the thrust coefficient of the turbine. Similar to the Jensen 

model, through conservation of momentum, Ainslie model 

can relate the velocity deficit and thrust coefficient by 

defining the wake width, b as 
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(9) 

When the Gaussian wake profile was observed to remain 

consistent with changing width and depth, the solution to the 

EV in the Ainslie model was simplified, which is named as 

the Simple Model [30]. Here, the computations needed were 

only the wake centerline velocity deficits, which is 

represented by 
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(10) 

where 

0 (1 )c mU U D    

(11) 

Here,  ou  is the free stream velocity, TC  is the turbine thrust 

coefficient, X  is the downstream distance from the rotor, 

D is the rotor diameter, wD  is the wake diameter, A  is the  

area covered by the rotor, wA is the wake area and   the 

wake expansion coefficient. 

RANS model 

RANS (Reynolds-averaged Navier-Stokes) results from 

an averaging procedure on the incompressible Navier-Stokes 

equations. The flow is divided into a mean flow with a 

fluctuating turbulent component using the models. Here, the 

computations remain challenging due to the implicit methods 

required to handle the RANS divergence-free constraints. 

There are two simplified methods in solving the RANS, 

namely the parabolic codes and elliptical codes, both derived 

from the Ainslie Model. Although parabolic codes have the 

capability for fast computations, it has limitations in terms of 

predicting the wake centerline and maximum turbulence 

intensity. Elliptic models, on the other hand, are basically an 

extension of these parabolic codes and are based the 

approaches of generalized actuator discs or actuator lines. 
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DNS model 

With the Reynolds number characterizing the flow field 

being high, a wide range of turbulent scales must be resolved 

to fully solve the complete Navier-Stokes equations. DNS 

(Direct Numerical Simulation) has the capability to resolve 

these scales. However, these are computationally expensive. 

Simpler techniques are hence adopted, using models to 

estimate the effect of any unresolved turbulent scales in the 

flow, such as RANS and LES. 

LES model 

Large Eddy Simulations (LES) is superior to RANS 

model because it is independent of turbulence models. Two 

methods exist for LES, the synthesized inlet method and 

precursor simulation method, where the large turbulent scales 

are explicitly computed while the smaller scales use some 

sub-grid scale model. Unlike RANS, the velocity deficit and 

additional turbulence intensities can be estimated directly in 

LES and thus its computation is more demanding than 

RANS. 

IV. ANALYSIS OF RESULTS FROM LARGE WIND 

FARMS 

In the conventional wake models discussed above, it is 

assumed that the ambient wind is not altered due to the 

presence of wind turbines.  However, this may not be true in 

case of large wind farms. Presence of large turbines, 

hundreds in numbers, can influence the planetary boundary 

layer (lowest layer of the atmosphere) outside the direct wake 

zone. This two-way interaction between the turbines and 

atmospheric boundary layer and the resulting deep array 

effect restrict the wake recovery in large wind farms 

[31],[32].  

Deep array effect can be considered as the cumulative 

drag imposed by the turbine arrays on the planetary boundary 

layer [33]. Though the deep array effect exists in both 

onshore and offshore wind farms of larger size, it was 

prominently noticed in offshore projects due to the low 

roughness on the ocean surface.  Some of the recent studies 

which establish this effect in onshore and offshore wind 

farms can be found in [33]-[37]. For example, wake induced 

power deficit due to deep array effect is evident in large wind 

farms like Honsrev and Nysted as show in [38].  

Modelling the wakes in large arrays of turbines and its 

impact on the atmospheric boundary layer is a complex 

problem as various properties of the atmosphere in the 

three-dimensional space must be incorporated in the models.  

Though these factors can be incorporated in sophisticated 

numerical modelling methods, accuracies of these 

approaches do not justify the demanding computational 

resources and costs.  However, there are few attempts to 

define this phenomenon adopting simplified empirical 

approaches as discussed below.   

One of the earlier thoughts on solving this complex 

problem was by Sten Frandsen [39], which was later brought 

forward further by him as seen in [19],[40]. In this approach, 

a large wind farm is considered as a region of high surface 

roughness caused by the turbines, which is uniformly 

distributed. This roughness results in drag and changes the 

structure of the planetary boundary layer (PBL). This reduces 

the free‐stream wind velocity at the hub height of the 

turbines. Based on this theory, the windfarm equivalent 

roughness Z00 is given by 

 

 

(12) 

Where, hH is the hub height, k is the von Karman constant, Z0  

is the ambient roughness between turbines, and Ct is the 

distributed thrust coefficient. The term Ct is given by 

 

 

(13) 

where CT is the turbine thrust coefficient and Sd and Sc are the 

mean downwind and crosswind spacings in terms of rotor 

diameters. Once the equivalent roughness of the wind farm 

caused by turbines in large arrays are computed as above, the 

velocity deficit is calculated using the relationship 

 

 

(14) 

Here, V'H and VH are the hub‐height wind speeds within the 

deep array and far upstream. 

Starting from the concept proposed by Frandsen, a Deep 

Array Wake Model (DAWM) was developed and 

incorporated in wind farm design tools [33]. For this, 

Frandsen‟s theory was modified by incorporating the wake 

effects of individual turbines in the model. This helped in 

including array density and the effect of immediate upwind 

turbine in the model.  Thus, each turbine assigned a separate 

area of increased surface roughness and as the wind flow 

passes a given turbine, an internal boundary layer with 

increased roughness is considered.  

This is further combined with another wake model, for 

example Eddy Viscosity (EV) model, to include the effect of 

immediate downstream wake impact of individual turbines. 

The outputs from individual turbines are estimated with both 

these models individually and the model giving highest wake 

losses is considered for further analysis. Thus, the turbine 

arrays in the wind farm is divided in to two, one with shallow 

wake zone where the conventional wake model is 

implemented and the other with deep wake zone where the 

roughness effects become dominant. The separation of these 

zones occurs typically about three rows in the flow direction 

[33],[41]. The models developed were tested with the 

production data from the Horns Rev wind farm and found to 

perform better than the conventional wake models [33].   

A group of researchers from ECN reviewed various 

studies undertaken to estimate the wake effect of large wind 

farms due to the interaction between large turbines and the 

atmospheric boundary layer [42].  Wake interactions between 

neighboring wind farms was also looked in to.  It has been 

observed that the velocity drop due to this two-way 

interaction would recover only 

after several (tens of) kilometers.  
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All these studies clearly indicate the deep array effect in 

large wind farms and highlights the need for new approaches 

in understanding and quantifying the resulting power deficits.  

V. CONCLUSIONS 

Estimation on the power losses due to wake effect is essential 

in the efficient design and successful management of wind 

energy projects. Various models used for quantifying wake 

induced velocity deficit in wind farms and resulting power 

losses are reviewed in this paper. The deep array wake effect, 

which is prominent in large sized wind energy projects is also 

discussed. Though there are recent attempts to understand the 

deep array effect, a more rigorous investigation involving 

new approaches and methods are required to fully understand 

the effect of large turbines arrays on the atmospheric 

boundary layer, which basically causes the deep array effect 

and resulting power losses.   
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