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Abstract: This paper is intended to exhibit the novel approach 

to improve the efficiency of the supervised learning models 

towards the accuracy of the predictions made to classify the 

autism from that of the normal subject. The state of the art is 

about 60-75% of Autism classification accuracy. The early 

prediction of autism plays a vital role as the rise of autism is 

alarming. The invasive way to analyze the problem at the earliest 

would render much support to the Autism Spectrum Disorder 

(ASD) community. In this work, various supervised learning 

models are first tested on 1101 subjects with 530 ASD subjects and 

571 Normal subjects. The Datasets worked are collected from 

Autism Brain Imaging Data Exchange (ABIDE) repository. The 

performance measure is calibrated in terms of Brier score which 

is an accuracy measure of the predictions in probabilistic way. 

After assessing in probabilistic way, the statistically emphasized 

models are then evaluated for the same set of data to validate the 

prediction model efficiency with their statistical measures made 

and hence developing the confidence of the model selection for 

better classification based on probability calibration (CAL). 

  The performance evaluation of the model is tested with 

probability calibrated assessment and found that for given dataset 

the SVM and Logistic Regression provided better accuracy 

measure compared to other considered learning models. It is 

necessary to frame a hypothesis measure on the dataset before any 

model is deployed. This approach helps to identify the desired and 

validated supervised model for the given data samples. 

 

Keywords: ASD, SVM, Calibration (CAL), Supervised 

Learning Models (SLM). 

I. INTRODUCTION 

In 1970s and 1980s, about one out of every 2,000 children 

had autism. Currently, about 1 in 59 children has been 

identified with autism spectrum disorder (ASD) according to 

estimates from CDC’s Autism and Developmental 

Disabilities Monitoring (ADDM) Network. From WebMD 

sources (an American corporation, human health related 

publisher online) also, Autism Cases are on the Rise. 

According to WHO fact sheet detailed in 2019, there are 

around 60 countries supporting ASD community with strong 

resolution made, so as to comprehend and coordinate the 

effects of managing ASD. 

In this paper [1], they have tried to introduce the most 
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popular and public consortium ABIDE ,which allows to 

access their repositories for research. The data base 

contributed from various renowned organizations with the 

motto of serving and supporting the ASD study further is an 

open opportunity to the further studies to make.  The random 

SVM approach is applied in this paper [2] and achieved up to 

93% on the optimal dataset and also arrived at extracting the 

best features to distinguish ASD from the normal subject. 

Also abnormal parts of the brain were identified. In [3],the 

greater change is addressed in white matter of the brain more 

than the grey matter. The author tried to explain the 

importance of diagnosing ASD at the earliest for addressing 

the issue and suppress the extremity of anomalies in future.  

In [4] the physiological indicators involved are 

electrocardiogram, respiration, conductance and temperature 

of skin. With the help of these indicators three assessments 

were executed as arousal state, valence state and dominant 

state. Around 1386 pictures from IAPS and GAPED were 

used in consent with clinicians to assess the behavioral 

conduct in the above three states. Random Forest classifier in 

[5] is shown to have better accuracy of classification of 

Alzheimer’s disease over the typical control with few 

overcoming on over fitting, ability to handle data which are 

nonlinear and also on multi-modality imaging of Alzheimer’s 

disease. 

It is said in [6] -[7]that the trained clinicians find the apt 

therapies to treat Autism kids by diagnosing the relevance of 

it within two years. This clearly depicts us that early diagnose 

will help the community. This article finds that it is easy and 

best to diagnose from 2 years to 4 years and take corrective 

measures to below the intensity of the consequences. SVM 

classifier is shown to be one of the best classifier and AUC is 

the performance indicator used [8]. Here the test collections 

were done with 19 processes and 4 procedural reviews and 

then that balanced data sets are sampled and compared with 

other balanced data sheet. With this procedure they proved 

that an automatic and high quality classifier can be helpful to 

the experts. The Bayes and Naïve Bayes classifier [9]-[10] is 

showcased well; also the model efficiency is highlighted 

despite its inefficacy in dealing with independent features. In  

[11]  the logistic regression model is used in combination with 

artificial neural network model for the biomedical 

classification. It showed that artificial neural network model 

is a generalized model of nonlinear nature of Logistic 

Regression. 
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In [12] an good comparison is given between supervised 

models. Also the importance of calibrating the model for 

better efficiency is shown. Isotonic method is used for 

calibration to take care of monotonic disturbances, hence said 

to be one of the powerful calibration tool. The only 

disadvantage of isotonic is sometimes they over fit the model. 

II. METHODOLOGY 

The methodology is applied as shown in the Fig. 1. Firstly the 

dataset is imported and then the features are selected with 

preprocessing technique to make it suitable for applying to 

various supervised learning models. 

 

Fig. 1 System Architecture 

A. Learning Models considered 

The learning models considered for performance 

evaluation are 1) Decision Tree 2) Random Forest 3) SVM 4) 

K-NN 5) Naïve Bayes 6) Logistic Regression.  

 Decision Tree: This model is good only when bias and 

variances are handled at high value else it would be a 

non-desirable model. The accuracy of distinguishing 

between two classes is done through the performance 

indicator called Gini impurity which indicates the purity of 

classifying correctly. 

If a set is considered 
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Fig. 2 Gini function curve (purity measure) 

 Random Forest: Random Forest classifier in [5] is shown to 

have better accuracy of classification of Alzheimer’s 

disease over the typical control with few overcoming on 

over fitting, ability to handle data which are nonlinear and 

also on multi-modality imaging of Alzheimer’s disease. 

The RF has provided promising result as an ensemble 

learning model. These classifiers are statistical base models 

Gini index for Random Forest is given by: 
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 SVM Classifier: It resulted with better AUC for the high 

quality article classifier with constraints on inclusion and 

exclusion of certain task. The optimal hyper plane is 

calculated to distinguish into two classes by proper 

assessing. The decision boundary is given by  
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For larger c value, the bias is lower and variance is high and 

for smaller c value, the bias is higher and variance is low in 

(7). 

 

Fig. 3 setting optimal hyper plane 

 K-NN: It’s a supervised learning model which does not 

assume the data points underlying in the database. It checks 

for feature similarities to find the new set of data points. 
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        22
21212,2,1,1 yyxxyxyxDist    (8) 

The Euclidean distance is calculated using (8) to every time 

re-calculate and update the new centroid and hence the new 

data points to arrive at the final clusters 

 Naïve Bayes: Naïve Bayes model is a statistical model 

oriented on Bayes theorem. This model handles the features 

for classification which are independent to each other but in 

real application the features are mostly dependent to each 

other hence this model is not appropriate for the 

applications. The Bayes rule is given in (9). 

 

 

                  (9) 

Where, P(c/x) is posterior prob of target class   

             Given predictors  

       P(c) is prior prob of class 

       P(x) is prior prob of predictors 

       P(x/c) is likelihood which is the 

                           Prob of Predictor given class 

    

 

                           (10)  

The probability representation shown in (10) is Naïve 

Bayes formula when two classes (L1 & L2) are considered for 

distinguishing the task from the normal.   

B. Probability Calibration assessment 

Firstly the predictive models are framed to predict for the 

given database and then the probability model can be 

calibrated.  

The performance indicators used to indicate probability 

measures are easy in Logistic model. 

For any other models, as they don’t produce predictions based 

on the probability and hence approximated. Hence the one of 

the popular way of achieving calibration probability is to use   

Isotonic. 

Some of the performance indicators used is Brier Score, 

Precision, Recall and F1-score. 

Table-I: Confusion Matrix [14] 

CONFUSION MATRIX (As Per Scikit And Tensor flow Tools) 

 

0(Negative) 1(Positive) 

0(Negative) TN(0,0) FP(0,1) 

1(Positive) FN(1,0) TP(1,1) 

 

                                                                             
(9)              

Where,        ft is the probability that was predicted 

Ot is the actual outcome of the event at t 

N is the number of predicting instances 
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Table-II: Probability Calibration of Logistic Model with 

Naïve Bayes Model 

 
BRIER 

SCORE 
PRECISION RECALL F-SCORE 

Logistic 0.002 1.000 1.000 1.000 

Naïve Bayes 0.006 1.000 0.987 0.993 

NB+Isotonic 0.006 1.000 0.987 0.993 

NB+Sigmoid 0.006 1.000 0.987 0.993 

Table-III: Probability Calibration of Logistic Model with    

SVM Model 

 
BRIER 

SCORE 
PRECISION RECALL F-SCORE 

Logistic 0.002 1.000 1.000 1.000 

SVM 0.463 1.000 0.987 0.993 

SVM+Isotonic 0.007 1.000 0.987 0.993 

SVM+Sigmoi

d 
0.218 1.000 0.347 0.515 

 

F-score is given by  

recallprecision

recallprecision
scoreF
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        (13) 

F- Score is harmonic mean relation of precision and recall.  

As shown in the table, the performance indicators of 

Logistic Model which is a statistical model is taken as 

reference and compared with the other learning models like 

Naïve Bayes and SVM models. The smaller the Brier score 

better is the efficiency of the model. 

 The Calibration graph of logistic model in comparison with 

Naïve Bayes and SVM is shown in Fig. 4 and Fig. 5 

The Calibration graph of logistic model in comparison with 

Naïve Bayes and SVM is shown in Fig. 4 and Fig. 5. The 

calibration plot depicts the nature of model with and without 

calibration referred to a logistic model. The SVM without 

calibration gives very high brier score, which means the mean 

square error is more. 
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Fig. 4 Calibration Plot of Logistic in comparison with 

Naïve Bayes 

 

Fig. 5 Calibration Plot of Logistic in comparison with 

SVM 

III. RESULT DISCUSSION 

Based on the calibration made as above the model 

performance assessment is made to validate for the 

deployment of better classification. 

Performance Score of learning models 

Now, the In-sample data is used to find the performance 

evaluation of various models. The evaluation would suggest 

the best fit model for the given data. 

Table-IV: Supervised Learning Models performance 

Score 

 CV_SCORE AUC F-BETA 

Decision Tree 0.81748 0.81744 0.8333 

Random Forest 0.852 0.8989 0.8210 

SVM 0.88 0.945 0.7582 

K-NN 0.846 0.9266 0.8368 

Naïve Bayes 0.867 0.9300 0.8710 

Logistic 

Regression 
0.8755 0.9452 0.8241 

The performance indicators for the model performance 

assessment are Cross validation score, Area under the curve 

(AUC) and F-Beta. Among them the AUC would indicate the 

correctness of the classification. In the above table, it’s very 

clearly shown that the AUC score is high in SVM and Logistic 

regression for the given in-sample data set. 

 The performance of the Model SVM and Logistic regression 

for given 1101 samples of ASD are tested. Hence proves that 

statistical analysis would support the model deployment for 

better accuracy of classification of about 87.5% to 88%. 

IV. CONCLUSION 

The results obtained for in-sample datasets through 

probabilistic calibration indicates that for the given dataset, 

Logistic Model and SVM model possess least brier score 

(which also describes the measure of the mean squared error). 

Hence through probability measure approach Logistic and 

SVM model proves to be the desired one for the given data. 

Also another approach of testing in-sample data was on 

different supervised model with cross-validation score 

performance, which validates the choice of model as most 

suitable for the given data which is the same significant model 

arrived in statistical approach. In both the approach, its 

observed that Logistic and SVM are more suitable to deploy 

compared to Decision tree, Random Forest, K-NN, Naïve 

Bayes. Logistic and SVM Model has indicated its 

significance with highest AUC score of 94.52% and having 

least brier score of 0.002 and 0.007 respectively. 

As a future scope, the above result helps to know that any 

model can be first modeled with probability calibration for 

any data set and then can be deployed with the best fit model 

for that data analysis. It can be tried with other model like 

Deep Neural Network for efficient deployment of the model 

of any given data.   
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