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Abstract: Now days, Big data applications are having most of 

the importance and space in industry and research area. 

Surveillance videos are a major contribution to unstructured big 

data. 

The main objective of this paper is to give brief about video 

analysis using deep learning techniques in order to detect 

suspicious activities. Our main focus is on applications of deep 

learning techniques in detection the count, no of involved persons 

and the activity going on in a crowd considering all conditions [9]. 

This video analysis helps us to achieve security. Security can be    

defined in different terms like identification of theft, detecting 

violence etc. 

Suspicious Human Activity Detection is simply the process of 

detection of unusual (abnormal)l human activities . For this we 

need to convert the video into frames and processing these frames 

helps us to analyze the persons and their activities. There are two 

modules in this system first one Object Detection Module and 

Second one is Activity Detection Module .Object detection module 

detects whether the object is present or not. After detecting the 

object the next module is going to check whether the activity is 

suspicious or not.  
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I. INTRODUCTION 

The interest and use of image processing and video analysis 

has been increased now a day and it has been unprecedented 

due to its importance in finding out and summarization and 

recognizing of actions [7].  

 This paper explains about hoe to process the videos and 

images in order to find difference between them. 

We developed a system which classifies a video into three 

classes: 

1. illegal or aggressive activity 

2. Potentially doubtful  

3. secure 

Our plan to resolve this difficulty is an structural design base 

on convolutional and recurrent neural networks 
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Throughout this paper, it will easy to find general description 

and solution, it also tells about the method that we agree to the 

dataset we used, how we implement it, and the outcome that 

we achieve. 

 

Figure 1:  Convolutional Neural Network 

II. LITERATURE REVIEW 

The primary neural network is also known as convolutional 

network.  The reason of this arrangement is extract high-level 

facial appearance of the metaphors and tumbling the difficulty 

of the contribution [8]. We are using a labeled form called 

inception which is created by Google. Its v3 model is taught 

on the ImageNet dataset. It is the most typical task, this layout 

used to categorize whole imagery into 1,000 classes.   

 

 

Figure 2: Inception Model 
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This replication of video images is used to transfer learning. 

Recent detection of objects replica capable to recognize 

number of factor and can take many days to entirely train. To 

correct a lot of this work we used Transfer learning. This 

technique reduces the work and time needed for completely 

trained model for categories like ImageNet and keep hold on 

fresh classes [7]. 

The neural network is the second network we used. The 

main purpose of this net is to find out the logic in the series of 

the events. This LSTM cell present  in the first layer of this 

network and this two hidden layers follows this layer (one 

which having  around one thousand neurons and relu 

activation and the additional which having fifty neurons with 

a sigmoid activation), and the final production level is also 

known as three-neuron layer which creates software that  

produces  the last categorization. 

 

Figure 3: LSTM Network 

III. METHODOLOGY 

Initially we are extracting the frames from the video. We 

take out each and every frame at every fraction of time. We 

use this edge to create a guess by the initiation copy [7]. By 

using the transfer learning technique; Instead of extracting the 

last categorization of the beginning model, we are going to 

extract the effect of the previous common layer, which is a 

vector of 2,048 values (high-level attribute chart). However, 

we had a single frame characteristic chart. We are giving our 

system a sense of the sequence. For this, It’s not enough to 

consider only single frame to make our final guess this is why 

we take a collection of edge in arrange to categorize the 

section of the visual images of stationary or moving objects  

[8]. 

To make a good guess its sufficient to analyze three to four 

seconds of video at a time. The inception model generates 

fifteen feature maps. We take these frames and three seconds 

of video corresponding them. Now we need to form a one 

single pattern to join this set of characteristic. And we are 

ready with input of our second neural network [6]. 

 

Figure 4: Classification Network 

As output, what we observe is going to characterize the 

video in real-time for where every three 

seconds.Carectrization factors are — secure, doubtful, or 

against the law activity [9]. 

IV. DATASET TRAINING 

We used dataset which of around two hundreds minutes of 

videos divided into 38 videos. We take the majority of the 

inputs from security cameras. We are taking each frame at 0.2 

sec which makes a dataset of 45,000 edges for coaching — the 

equivalent of 3000 sections of film, consider so as to each   a 

segment of a video stand for three seconds of it. 

The last dataset is in fact somewhat little. We can get good 

quality consequences with less data Because of the transfer 

learning. 

Figure 5: Data class’s example 
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V. IMPLEMENTATION 

We used python 3.5 to imlepemnt this whole system. 

To section the video we used OpenCV for Python. 

Sectioning includes the conversion of videos into edges and 

makes the size more appropriate to them. From available, 

using each of them that we make a forecast on the inception 

model [4]. We used transfer values variable to save that into 

its appropriate space. 

From available variables, we are going to split them into 

group of 15 edges and result is in the reassign to variable. 

 

 
 

Here we are having the relocate values with respective tag; 

from this data we train neural network. The implementation of 

this network is as follows: 

 

 
Above code describe the structure of the representation. 

The next step is about training it [3]: 

 

After training need to save it as follows: 

 

This model is fully trained now; we can start to categorize 

videos [1]. 

 

VI. RESULTS AND OTHER POSSIBLE 

APPLICATIONS 

Following experiment by means of dissimilar system 

layouts and alteration overexcited parameter, the most 

excellent result that we could obtain is 98% correctness. 

We have the user side for to put video into server. Then 

classify it in instantaneous. The alteration of classes you can 

see now   continually [2].  These values always bring up to 

date each three seconds waiting the video is over. 

In addition what we can do is connect video classifier it to a 

safety astrograph to analyze the record in instantaneous, and 

when notice disbelieving movement scheme, it might 

attentive us. 

 

VII. CONCLUSION 

Deep learning is a marvelous tool that offers excellent 

outcomes easily. But, to what limit can we trust our inspection 

structure to act on its own? There are a few instances where 

automation is questionable.  

A. Adversarial Attacks 

B. False positives 

C. Similar faces 

D. Lack of diversity in datasets 

VIII. FUTURE SCOPE 

Effectively tracking of suspicious person’s on-demand: To 

ensure the performance and accuracy of suspicious tracking. 

Suspicious tracking across multiple cameras based on 

correlation filters leverages entry and exit locations within the 

protected environment, so that a suspicious person can be 

tracked across cameras uniquely by a relay. Only adjacent 

cameras are candidates used for re-identification process, and 

it will reduce the computation time and cost as well as 

increasing tracking performance and accuracy in daily 

operations.  
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