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Abstract: The main objective of this paper is to predict 

diabetes which is growing like an epidemic in India. The key 

focus is to envisage diabetic and normal patient using 

classification approach .Fusion of SVM enhanced with hybrid 

optimization of PSO-BAT algorithm is proposed. Classification 

techniques used namely Multilayer Perceptron (MLP), 

Sequential Minimal Optimization (SMO), Random Forest (RF) 

are compared with our novel approach SVM enhanced with 

hybrid optimization of PSO-BAT algorithm. The accuracy is 

increased using the combination technique. The benchmark 

diabetic dataset, PIMA Indian Diabetes Dataset from UCI 

machine learning repository is utilized for the research. To 

improve the efficiency more, classifiers such as Precision, Recall 

and f-measure is used. 
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I. INTRODUCTION 

Data Fusion is grouping of more than one method.  The 

bang of data mining towards information classification and 

society is tremendous because it involves integration of 

various techniques like neural network, machine learning , 

intelligent computing, pattern recognition, fuzzy logic, etc. 

Machine learning is a sub system of data science, which 

mainly focus on designing algorithms that can learn from 

training data and make prediction for test data. In this 

research  Multilayer Perceptron (MLP), Sequential Minimal 

Optimization (SMO), Random Forest (RF) classifiers are 

compared with our fusion model. 

PIMA Indian Diabetes Dataset from UCI machine 

learning repository is used in this research. The cause for 

diabetes is increase in sugar level in blood and the symptoms 

include pain in legs, increase in frequency of urine discharge,  

tiredness, headache etc.  

II. LITERATURE REVIEW  

Fusion is referred as combination is used to locate feature 

of the software[1]. Fusion of Artificial Bee colony with fuzzy 

data was done on health care data to enhance the efficiency 

of IR[2].  Liu et al., [3] implemented RFID (radio frequency 

identification) to BFO for scheduling network. Swim length 

was adjusted dynamically and hence it is called as self-

adaptive bacterial foraging optimization (SABFO).  
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Sastri et al., [4] have introduced concept of hybridization 

which is nothing but combination and named it as velocity 

modulated bacterial foraging optimization technique 

(VMBFO). The essence of VMBFO   is hybridization of 

BFO and PSO which helps to decrease convergence time.  

Initially all bacteria uses PSO and after this session they are 

allowed to search randomly by using BFO. 

III. PROPOSED SYSTEM 

The proposed classification model  is   boosted with  

accuracy to predict the diabetic patient. In this model, we 

have compared  different classifiers with SVM enhanced 

with PSO-BAT hybrid algorithm. The major focus is to 

increase the accuracy by using fusion  technique on a 

benchmark well renowned diabetes dataset acquired from 

PIMA Indian Diabetes Dataset from UCI machine learning 

repository. 

 

Fig. 1.  Fusion model using Classification  

 

The function of the classifier is to predict diabetes and 

normal person from the dataset loaded. The two subsets are 

training set and the test set and the former holds set of rows 

titled with class labels and the test set contains rows with 

unknown labels. 

A . SVM 

SVM or Support Vector Machine is a supervised learning 

technique and is used for data analysis. The idea of SVM is 

to show examples, with clear superior gap between various 

categories. SVM can be used for both classification and 

regression analysis [5]-[10]. 
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 B. Training of  SVM Classifier 

The inputs required to train are data, the groups and the 

kernel function.  The function uses SVM train function 

where matrix is called data and each row is named as 

observation and column denotes one feature. Groups are 

column vectors and kernel function depicts linear separation 

of data by hyperplane. 

Pseudo Code for SVM 

Input: A and B loaded with training labeled data, α <= 0 

or  

α <= partially trained SVM  

C <= some value (20 for example)  

repeat  

for all {ai, bi, aj, bj} do  

Optimize the values αi and αj  

end for  

until condition is met   

Output: maintain only the support vectors (αi > 0) 

C. Particle Swarm Optimization 

PSO is a optimization technique depending on how swarms 

are moved [11].   Here the agents also named as particle 

move in the space to find the solution which is best. It is 

compulsory for Particles to adjust its flying and also 

consider about other particles that are flying.  Every particle 

to maintain pbest1 and gbest1. Pbest1 indicate personal best 

gbest1 is the global best which is nothing but the best value 

obtained so far by any particle who is neighbors to that 

particle.  The basic idea is to move the particle from pbest1 

to gbest1 locations. The pseudo code is illustrated below. 

Function PSO( ) 

Input: initialize position and velocity 

For each particle position (xi) evaluate fitness; 

If fitness(xi) is better than fitness(pbest1) then        

pbest1=xi; 

 Set best of pbes1t as gbest1; 

 Update agent velocity and position; 

Stop the process after evaluating gbest1 the optimal 

solution; 

End 

The advantage of PSO is selection used in GA is not 

required. Secondly life time of particle is entire run and it 

does not take into account survival of fitness. The major 

limitations are it cannot deal with multi dimension and 

always fine tuning is necessary to get result. 

D. BAT algorithm 

One of the extensively used metaheuristic algorithms used 

for global optimization is Bat algorithm.  Mohd Nadhir et al 

[12] used bat algorithm for human pose estimation. In this 

paper bat algorithm is fused with PSO inorder to overcome 

the limitations in PSO. The advantages of BAT include 

Frequency tuning, Automatic zooming and control on 

parameters [12]. 
Pseudo Code for BAT  

Input:   set the objective function 

               Initialize the population 

              Set frequency, pulse rate, loudness 

While (x < maximum number of transactions) 

               Adjust frequency and generate new solutions 

       and update velocity 

If (rnd> yi) 

  From best solution select the solution 

  Calculate local solution from the best selected solution 

End if 

Generate new solution based on random fly 

If (rnd< loudness, pulse rate,frequency) 

Accept new solution 

End if 

Current best is found by ranking bats 

End while 

 

Fusion Algorithm for Prediction 

 Input the PIMA dataset 

 Preprocess the Data 

 Feature extraction through principle component         

analysis (PCA)  

 Apply SVM technique   

 SVM with PSO and BAT(Fusion is done) 

 Achieve trained model with highest accuracy.  

IV. EXPERIMENTAL RESULTS 

The Diabetes dataset has total attributes 9 and total no of 

observations 768. A data frame with 768 observations on the 

following 9 variables. The bench mark data set is compared 

with the classifiers Multilayer Perceptron (MLP), Sequential 

Minimal Optimization (SMO), Random Forest (RF), The 

Proposed hybrid fusion algorithm SVM_PSO_BAT results 

in better accuracy, precision, recall and F-measure. The 

below Table I shows comparison of precision, Recall and F-

Measure. 

 

Table I: Comparison of Precision, Recall and F-

Measure 

Algorithms 
Precision                 

(%) 

Recall 

(%) 

F-Measure 

(%) 

SMO  84 69 67 

MLP  74 64 64 

 RF  83 69 67 

SVM 

_PSO_BAT 
86 71 70 

 

 

 
Fig. 2.  Comparison of Precision, Recall and F-

Measure 

 

 

 

 



International Journal of Engineering and Advanced Technology (IJEAT) 

ISSN: 2249 – 8958, Volume-9 Issue-3, February, 2020 

929 

Retrieval Number: C5418029320/2020©BEIESP 

DOI: 10.35940/ijeat.C5418.029320 

Published By: 

Blue Eyes Intelligence Engineering 
& Sciences Publication  

uthor-1 
Photo 

 
 

 

Author-1  
 

Table II: Comparison of accuracy of various 

classification algorithms. 

Algorithms 
Time taken 

in seconds 
     Accuracy 

SMO  0.09 69% 

MLP  2.18 64% 

 RF  0.1 69% 

SVM _PSO_BAT 0.01 72% 

 

The accuracy of the various classification algorithms is 

given in the Table II. 
 

 
Fig.3. Accuracy Comparison 

The Fig. 3.  Illustrates the comparison accuracy of 

algorithms 

V. CONCLUSION 

Implementing fusion yields better result than used 

individually. The accuracy level of SVM fused with hybrid 

algorithm produces better result than other classification 

algorithm. The precision, recall and F-measure of the novel 

approach is better when compared to the existing approaches. 

In future we can use other optimization algorithms like 

cuckoo search to enhance the prediction. 
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