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Abstract—The evolution of power distribution grids from pas-
sive to active systems creates reliability and efficiency challenges
to the distribution system operators. In this paper, an energy
management and control scheme for managing the operation
of an active distribution grid with prosumers is proposed. A
multi-objective optimization model to minimize (i) the prosumers
electricity cost and (ii) the cost of the grid energy losses, while
guaranteeing safe and reliable grid operation is formulated. This
is done by determining the active and reactive power set-points
of the photovoltaic and storage systems integrated in the grid
buildings. The resulting optimization model is non-convex, thus a
convex second-order cone program is developed by appropriately
relaxing the non-convex constraints which yields optimal results
in most operating conditions. The convexified model is further
utilized to develop an algorithm that yields feasible solutions
to the non-convex problem under any operating conditions.
Moreover, a second novel algorithm to find the operating point
that provides fairness between the prosumers and the grid costs is
proposed. Simulation results demonstrate the effectiveness and
superiority of the proposed scheme in managing an industrial
distribution grid compared to a self-consumption approach.

Index Terms—Convex relaxation, energy management, opti-
mization, power flow constraints, reactive power support, smart
distribution grids, voltage control.

I. INTRODUCTION

THE integration of photovoltaic (PV) systems into the
power system is expected to continue, with the aim to

achieve full decarbonization of Europe’s energy supply by
2050, according to the climate and energy strategy of the
European Commission [1]. However, in cases in which mas-
sive PVs are integrated within a distribution grid, the stability
and power quality of the grid is threatened mainly due to the
uncontrollability of PV generation [2]. Energy storage systems
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(ESSs) can be used along with PV systems to compensate the
negative effects of intermittent PV generation. ESSs constitute
an emerging technology that enables optimized management
of the energy produced by the PVs that can be utilized for peak
shaving, load levelling, and reactive power support. Moreover,
ESSs create new energy market opportunities for prosumers
(users who consume, produce, store and sell energy), who
are able to optimize their electricity management according
to the electricity market price information [3]. However, since
the prosumer actions can affect the safe operation of the low
voltage (LV) distribution grid, the distribution system operator
(DSO) and prosumers should be coordinated. This work aims
to develop an energy management and control strategy to
maximize the prosumers profits in active distribution grids
with massive integration of PVs-ESSs, while maintaining the
safe, reliable and cost-effective grid operation. In the proposed
strategy, power flow constraints are integrated to ensure oper-
ating conditions within regulation limits, while reactive power
support is provided by the PVs-ESSs.

Energy management and control strategies for voltage con-
trol in medium voltage (MV) distribution grids are presented
in [4]-[5]. These strategies control the active and reactive
power of the distributed generation to guarantee a safe and
reliable grid operation. Similarly, strategies for voltage control
in LV distribution grids determine the active and reactive
power set-points of PV inverters in residential systems [6]-
[7]. In addition to PV inverters, ESS inverters can also provide
voltage control in LV and MV distribution grids by controlling
their active and reactive power set-points [8]-[11]. These works
do not consider the profit maximization of the prosumers at the
building level in energy market environments. Multi-objective
optimization schemes based on the weighted sum method for
the system operation are presented in [4]-[7]; however, none
of these works demonstrates the Pareto front to examine the
trade-off of different objectives.

Energy management schemes at the building level to mini-
mize the prosumer electricity cost under a time-based pricing
are proposed in [12]-[15]. These do not consider reactive
power support and the grid safety limits are ignored. Fur-
thermore, energy management schemes at the grid level are
presented in [16]-[20], where works in [16]-[17] and [20]
optimize the electricity usage of the prosumers in LV dis-
tribution grids, while [18] and [19] minimize the operational
cost of multiple microgrids which are connected to the MV
distribution grid. Note that reactive power support is not
provided by the PV-ESS systems in [16]-[17], [19] and the
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safe and reliable grid operation is not considered in [18], [20],
since power flow constraints are ignored.

This work proposes a centralized energy management and
control (CEMC) scheme to minimize (i) the prosumers elec-
tricity cost and (ii) the cost of the grid energy losses, while
satisfying the safe and reliable grid operation. Towards this
direction, a multi-objective optimization model to determine
the active and reactive power set-points of the PV-ESS systems
by minimizing the considered objectives is formulated. The
safe grid operation is maintained through the integration of the
power flow constraints in the optimization model, and reactive
power support provided by PV-ESS inverters has a vital role
in achieving reduced power losses and voltage regulation.

The resulting optimization model is non-convex, hence the
underlying problem is challenging to solve; thus, convexifica-
tion is used to transform the non-convex model to a convex
second-order cone program (SOCP). Specifically, a convex
relaxation of the power flow constraints is used, and a convex
relaxation of the ESS power losses is proposed. Also, com-
plementarity constraints that support different pricing schemes
in the objective function are shown to hold in the considered
problem and are eliminated from the formulation. The con-
vex SOCP model allows computing optimal solutions under
normal operating conditions; it can yield, however, infeasible
solutions under “extreme” operating conditions. Therefore, an
algorithm to provide a feasible solution when the relaxed
SOCP model is non-exact is developed. In addition, a second
novel algorithm to provide fairness between the prosumers and
grid costs by minimizing the absolute difference between the
gain losses of the two objectives1 is proposed.

The effectiveness of the proposed CEMC scheme is com-
pared to a self-consumption scheme, and simulation results
validate the prosumers and grid cost-effective operation, as
well as the grid reliability. Moreover, the performance of the
proposed convex ESS model is compared with other ESS
models, presented in the literature, in terms of energy losses
and computational speed. In summary, this work has four main
contributions.

1) A CEMC scheme for managing the PV-ESSs operation
in smart distribution grids is introduced. The CEMC
scheme minimizes both the prosumers electricity cost and
the grid energy losses cost, while ensuring reliable grid
operation by incorporating power flow constraints and
reactive power support.

2) A convex multi-objective SOCP optimization model to
solve fast and reliably the considered optimization prob-
lem by relaxing the non-convex constraints is formulated.

3) An algorithm to ensure feasibility of the relaxed SOCP
model under all operating conditions is developed.

4) A second algorithm to find the operating point that
minimizes the absolute difference between the objective
gain losses is proposed.

The rest of the paper is organized as follows. Section II
describes the system architecture, while Section III formulates

1We define the gain loss of an objective as the difference between the value
of the particular objective, obtained when the two objectives are conflicting,
and its minimum value, obtained when the other objective is not present in
the formulation.
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Fig. 1. Energy management and control of an industrial LV distribution grid.
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Fig. 2. The PV-ESS prosumer model.

the considered problem. The proposed solution methodology
and the simulation results are presented in Sections IV and V,
respectively. Conclusions are given in Section VI.

II. SYSTEM ARCHITECTURE

We consider an industrial LV distribution grid that connects
the industrial buildings (the prosumers) to an LV feeder
through the distribution lines, as shown in Fig. 1. The power
grid under consideration is radial, hence its graph is repre-
sented by a tree. Let the tree graph G = (N , E) denote the
power grid, where N = {1, ..., N} denote the set of grid buses
and E = {1, ..., E} the set of grid lines that connect two buses.
The LV feeder bus is the root of the tree. Let B ∈ N denote the
set of buses that are connected to the buildings; Mk ∈ N the
set of all buses that are children of bus k; T = {1, ..., T} the
considered time horizon and ∆T the time-slot length in hours.
For example, ∆T = 1/4 denotes 15-minute time intervals. The
active and reactive power flows of the grid line (i, k) ∈ E are
given by Pt,ik and Qt,ik, t ∈ T , with positive/negative values
denoting direct/reverse power flows, respectively. Furthermore,
the active and reactive power exchange between the building at
bus k ∈ B and the grid are denoted by PG

t,k and QG
t,k, with pos-

itive/negative values denoting power consumption/generation
of the buildings, respectively. The square of the voltage at each
bus n ∈ N is denoted by vn.

Three building models are considered in this work: (i)
the PV-ESS prosumer consisting of an AC-coupled PV-ESS
system, and a load; (ii) the PV prosumer comprising of a PV
and a load; and (iii) the consumer which includes only a load.



3

Thus, PG
t,k and QG

t,k are set according to the building model.
The PV-ESS prosumer model is illustrated in Fig. 2. Note that
PG
t,k and QG

t,k can be adjusted by controlling the PV active
and reactive power, PP

t,k and QP
t,k, and the ESS active and

reactive power, PB
t,k and QB

t,k. The building load, PL
t,k and

QL
t,k, must always be supplied by the power grid and/or the

PV-ESS system, as indicated by the arrows in Fig. 2, denoting
the power flow directions. Note that PB

t,k denotes discharging
(charging resp.) power when PB

t,k ≥ 0 (PB
t,k < 0), and QP

t,k and
QB

t,k denote reactive power production (consumption) when
they are positive (negative). Moreover, the PV prosumer and
the consumer models are supported by setting PB

t,k = QB
t,k = 0

and PB
t,k = QB

t,k = PP
t,k = QP

t,k = 0, respectively.
Under the proposed system structure, a grid-level controller

(GC) is utilized to realize the CEMC scheme in a centralized
manner, as described in Sections III and IV. As shown in Fig.
1, the GC regulates the power flows through the distribution
grid, based on the predicted PV generation and load demand
of prosumers, by setting the grid-buildings power exchange
through the scheduling of PVs-ESSs power set-points. The
prosumers execute the control signals sent by the GC regarding
the PVs-ESSs active and reactive power set-points through
their inverters. Due to the difference between predicted and
actual PV generation, the PV inverters are allowed to operate
at their maximum power point based on the actual available
PV generation, except from the cases where PV power curtail-
ments are applied by the GC. In these cases, the PV generation
is limited to the PV active power set-point defined by the GC
through the online reconfiguration of the inverter maximum
power. The proposed control architecture is applied in a model
predictive control (MPC) fashion, where at the end of every
MPC control-step the GC defines the next PVs-ESSs power
set-points. To achieve this, in every MPC control-step the
GC uses the latest ESSs state-of-charge (SoC) measurements
and updates the predicted PV and load data using the latest
actual PV generation and load demand measurements of the
buildings.

III. PROBLEM STATEMENT

This section contains the formulation of the optimization
problem associated with the proposed CEMC scheme ac-
cording to the system architecture described in Section II.
In addition, the objective function and the constraints of the
problem are presented.

A. Multi-objective Function

The considered CEMC scheme is a multi-objective op-
timization problem with two objective functions. The first
objective describes the prosumers electricity cost in e by
incorporating the cost of buying and selling energy

F1(Pb,Ps) =
∑
t∈T

∑
k∈B

(cbtP
b
t,k − cstP s

t,k)∆T, (1a)

subject to the conditions

P b
t,k, P

s
t,k ≥ 0, ∀t, k ∈ B, (1b)

P b
t,k⊥P s

t,k, ∀t, k ∈ B, (1c)

where the variables P b
t,k and P s

t,k denote the buying and selling
power of the building at bus k at time t in kW, respectively,
and the parameters cbt and cst denote the corresponding cost
coefficients in e/kWh such that cbt ≥ cst . Pb and Ps are the
vector-forms of the variables P b

t,k and P s
t,k, for all k ∈ B and

t ∈ T , respectively. Note also that
PG
t,k = P b

t,k − P s
t,k, k ∈ B, ∀t ∈ T . (2)

The variables P b
t,k and P s

t,k are used to support pricing
schemes where the cost of buying and selling power can
be different, while satisfying constraint (2). The non-convex
complementarity constraint in (1c) restricts the ability to
simultaneously buy and sell power to the grid [21]. Section
IV-A indicates when the complementarity constraint can be
eliminated.

The second objective quantifies the cost of energy losses at
the grid lines in e and is given by

F2(L) =
∑
t∈T

∑
(i,k)∈E

(riklt,ikc
b
t)∆T, (3)

where lt,ik denotes the square of the current flow in line
(i, k) ∈ E at time t ∈ T , and rik denotes the line resistance.
L is the vector-form of lt,ik, for all t ∈ T and (i, k) ∈ E .

The two objectives of the proposed CEMC scheme are
transformed into an aggregated single objective by employing
the widely used weighted sum method [4]-[7], [22]

F (w) = (1− w)F1(Pb,Ps) + wF2(L), (4)

where w ∈ [0, 1] is a weighting parameter that controls
the tradeoff between the two objectives. Note that the two
objectives are conflicting because the buildings-grid power
exchange needs to be restrained in order to minimize the grid
losses cost, which negatively affects the prosumer profits.

More sophisticated multi-objective optimization methods
can also be employed for the considered biobjective problem,
such as the adaptive weighted sum and normal boundary in-
tersection (NBI) methods [23] - [25]. Using the NBI method a
“knee” solution, which presents a good sense of “compromise”
between the objectives, can be implicitly obtained without con-
structing the Pareto front [23]. In this work we explicitly find
the tradeoff by minimizing the absolute difference between the
gain losses of the two objectives.

B. Constraints

1) Power flow constraints: The power flow equations are
conventionally formulated as sine and cosine functions of the
voltage and current angles resulting in non-convex optimiza-
tion problems. For radial grids, the branch-flow model [4],
[26]-[27] can equivalently be used; this eliminates the voltage
and current angles, yielding the equations

Pt,ik = riklt,ik + PG
t,k +

∑
m∈Mk,m 6=i

Pt,km, ∀t, (i, k) ∈ E ,

(5a)
Qt,ik = xiklt,ik +QG

t,k +
∑

m∈Mk,m 6=i

Qt,km, ∀t, (i, k) ∈ E ,

(5b)
vt,k = vt,i − 2(rikPt,ik + xikQt,ik)

+(r2ik + x2ik)lt,ik, ∀t, (i, k) ∈ E ,
(5c)
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lt,ikvt,i = P 2
t,ik +Q2

t,ik, ∀t, (i, k) ∈ E . (5d)

Eq. (5a) defines the active power flow through line (i, k) as
the summation of the line power losses, the power exchange
PG
t,k at bus k, if k ∈ B, and the power flows through the

connected lines. Similarly, the reactive power flow is defined
in Eq. (5b), where xik is the line reactance. Eqs. (5c)-(5d)
associate the power flows with the bus voltages and line
currents. Lower/upper limits of the square of the voltage, vj
and vj , are set as

vj ≤ vt,j ≤ vj , ∀t, j ∈ N . (6)

For example, if the voltages must vary between -10% and
+10% from their nominal value, then vj = 0.92 and vj = 1.12

p.u. Despite the elimination of the sine and cosine functions,
the branch-flow model is still non-convex due to the presence
of the constraint (5d).

2) Buildings active power management: The active power
balance of a building, as illustrated in Fig. 2, is given by

PP
t,k + PB

t,k + PG
t,k = PL

t,k, ∀t, k ∈ B, (7)

where PL
t,k denotes the building predicted active load demand

in kW. PV power curtailments are applied when the PV power
differs from the predicted PV generation, P

P

t,k, and are set as

0 ≤ PP
t,k ≤ P

P

t,k, ∀t, k ∈ B. (8)

The ESS SoC in kWh, CB
t,k, is varied according to the

discharging/charging power and the ESS power losses, P loss
t,k ,

as expressed by

CB
t+1,k = CB

t,k + ∆T (−PB
t,k − P loss

t,k ), ∀t, k ∈ B. (9)

The bounds of the ESS SoC, CB
k and C

B

k , and the discharg-
ing/charging power limitations, P

B

k and PB
k , are given by

CB
k ≤ CB

t,k ≤ C
B

k , CB
0,k = IBk , ∀t, k ∈ B, (10a)

−PB
k ≤ PB

t,k ≤ P
B

k , ∀t, k ∈ B, (10b)

where IBk denote the initial SoC value.
3) ESS power losses: Two linear power losses models,

P loss,c
t,k and P loss,d

t,k , are used to represent the ESS charging
and discharging power losses, respectively, and formulated as

P loss,d
t,k = edkP

B
t,k, P loss,c

t,k = (−eck)PB
t,k ∀t, k ∈ B. (11)

These models are dependent on the ESS charging/discharging
power and the associated positive losses coefficients, eck and
edk, respectively. Note that edk = 1/ηdk − 1 and eck = 1 − ηck,
where ηck and ηdk are the charging/discharging (one-way)
efficiency, respectively. P loss,d

t,k provides positive (negative)
power losses when PB

t,k ≥ 0 (PB
t,k < 0). In contrast, P loss,c

t,k

provides positive (negative) power losses when PB
t,k < 0

(PB
t,k ≥ 0). Thus, the ESS power losses are defined as the

maximum of the two power losses models, that is

P loss
t,k = max(P loss,d

t,k , P loss,c
t,k ), ∀t, k ∈ B. (12)

Note that constraint (12) is non-convex, and logical constraints
with binary variables are needed to represent it.
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Fig. 3. The operating regions of (a) the PV and (b) the ESS inverters are
given by the shaded area.

4) Buildings reactive power management: The reactive
power balance in the building, as shown in Fig. 2, is set as

QG
t,k +QP

t,k +QB
t,k = QL

t,k, ∀t, k ∈ B, (13)

where QL
t,k denotes the building predicted reactive power

demand in kVar. The PV-ESS inverter reactive power, QP
t,k

and QB
t,k in kVar, is restricted by the inverter operation in

active power, PP
t,k and PB

t,k in kW, and its maximum apparent

power, S
P

k and S
B

k in kVA, according to the SOCP constraints:

(PB
t,k)2 + (QB

t,k)2 ≤ (S
B

k )2, ∀t, k ∈ B, (14a)

(PP
t,k)2 + (QP

t,k)2 ≤ (S
P

k )2, ∀t, k ∈ B. (14b)

The inverter limits in reactive power are given by

−SB

k sin(ϕB
k ) ≤ QB

t,k ≤ S
B

k sin(ϕB
k ), ∀t, k ∈ B, (15a)

−SP

k sin(ϕP
k ) ≤ QP

t,k ≤ S
P

k sin(ϕP
k ), ∀t, k ∈ B, (15b)

where the angle coefficients ϕP
k and ϕB

k are defined by the
PV and ESS inverter power factor limits. Fig. 3 depicts the
feasible operating regions of the inverters in terms of active
and reactive power.

The considered MPC optimization problem that is solved by
the GC at the end of every MPC control-step is summarized
as

PO(w) :

{
min Objective (4)
s.t.: Constraints (1b)− (1c), (2), (5a)− (15b),

with decision variables the active and reactive powers, PG
t,k,

P b
t,k, P s

t,k, PP
t,k, PB

t,k, QG
t,k, QP

t,k, QB
t,k, ∀t ∈ T , k ∈ B, the

ESS power losses and SoC, P loss
t,k , P loss,d

t,k , P loss,c
t,k , CB

t,k, ∀
t ∈ T , k ∈ B, the power flows and the square of the line
currents, Pt,ik, Qt,ik, lt,ik, ∀ t ∈ T , (i, k) ∈ E , as well
as the square of the bus voltages, vt,j , ∀t ∈ T , j ∈ N .
Note that decision variables PP

t,k, PB
t,k, QP

t,k, QB
t,k denote the

active and reactive power set-points submitted to the PV-ESS
inverters according to the system architecture of Section II.
Problem PO(w) considers a single-phase system and can be
used for balanced systems, using the single-phase equivalent.
[4]. Problem PO(w) is non-convex, and hence challenging to
solve due to the presence of the non-convex constraints (1c),
(5d) and (12).
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Fig. 4. ESS power losses convex relaxation. The losses are given as function
of the charging/discharging power. The red solid lines show the losses when
the relaxation is exact, and the dashed line provides upper bounds.

IV. SOLUTION METHODOLOGY

In this section the non-convex problem PO(w) is relaxed
to a convex SOCP optimization problem and an algorithm
to obtain feasible solutions under any operating condition is
developed. Moreover, a second algorithm to define the best
trade-off between the two conflicting objectives is proposed.

A. Convexifying Problem PO(w)

1) Relaxation of the power flow constraints: A convex
SOCP relaxation of the non-convex constraint in (5d) is
proposed in [4], [26]-[27], yielding

lt,ikvt,i ≥ P 2
t,ik +Q2

t,ik, ∀t, (i, k) ∈ E . (16)

A sufficient condition for the relaxation exactness, where the
equality is attained in Eq. (16), requires to have a strictly
increasing objective function in the line currents (lt,ik) [27].
Although the second objective, F2(L), is strictly increasing
in lt,ik, the presence of the first objective, F1(Pb,Ps), in
objective (4), might affect the relaxation exactness.

2) Relaxation of the ESS power losses: The non-convex
constraint in (12) is relaxed to the convex constraint:

P loss
t,k ≥ max(P loss,d

t,k , P loss,c
t,k ), ∀t, k ∈ B, (17)

which can be represented by the affine constraints:

P loss
t,k ≥ edkPB

t,k, ∀t, k ∈ B, (18a)

P loss
t,k ≥ −eckPB

t,k, ∀t, k ∈ B. (18b)

Upper bounds on the maximum power losses, defined by
the ESS maximum charging/discharging power and losses
coefficients, are set as

P loss
t,k ≤ eckP

B
k + αk(PB

t,k + PB
k ), ∀t, k ∈ B, (19a)

αk = (edkP
B

k − eckP
B
k )/(P

B

k + PB
k ), ∀k ∈ B. (19b)

Fig. 4 shows the feasible region of the power losses defined by
Eqs. (18a)-(19b). Note that the minimization of the function
F1(Pb,Ps) is an incentive to satisfy the relaxation exactness,
because higher power losses cause prosumers profit losses.

3) Elimination of complementarity constraints: According
to (1c), the variables P b

t,k and P s
t,k should be complementary

to each other. We now show that the structure of Problem
PO(w) automatically ensures that buying and selling power
at the same time does not occur, hence the non-convex
complementarity constraint (1c) can be eliminated.

Because cst ≤ cbt we can write that cbt = cst + c for c ≥
0. It is also true that variables P b

t,k and P s
t,k appear as the

difference PG
t,k = P b

t,k − P s
t,k in all constraints; they only

appear separately in the first objective (1a) in which we have
that:∑
t∈T

∑
k∈B

(cbtP
b
t,k − cstP s

t,k)∆T =
∑
t∈T

∑
k∈B

(cstP
G
t,k + cP b

t,k)∆T.

This implies that for a fixed positive or negative value of
PG
t,k we aim to minimize P b

t,k. Hence, when PG
t,k ≥ 0 and

PG
t,k < 0 the best objective is obtained for PG

t,k = P b
t,k,

P s
t,k = 0 and PG

t,k = −P s
t,k, P b

t,k = 0, respectively.
This argument shows that the complementarity constraint is
automatically satisfied for Problem PO(w).

Taking all convexifications into account yields:

PR(w) :

 min Objective (4)
s.t.: Constraints (1b), (2), (5a)− (5c),
(6)− (10b), (13)− (15b), (16), (18a)− (19b).

Problem PR(w) is a relaxed version of Problem PO(w); hence,
it provides a lower-bound solution to the latter. Due to the
presence of (14a), (14b) and (16) the problem is a convex
SOCP; hence, it can be fast and reliably solved for real-size
distribution grids. Hereafter, the solution of Problem PR(w)
will be denoted with xw.

B. Obtaining Feasible Solutions to Problem PO(w)

The solution of Problem PR(w) for a given w results in
three cases with regards to the exactness of the non-convex
constraints (5d) and (12) that need to be examined.

1) If both constraints (16) and (17) are tight (exact relax-
ation), the solution of Problem PR(w) is optimal for
PO(w).

2) If constraint (16) is tight but (17) is not, the solution of
Problem PR(w) is feasible and provides an upper-bound
for PO(w).

3) If constraint (16) is loose (non-exact relaxation), the
solution of Problem PR(w) is infeasible for PO(w).

Algorithm 1 summarizes the proposed procedure to find a
feasible solution for Problem PO(w) for a given w. Initially,
Problem PR(w) is solved (Line 2); the obtained solution is the
optimal solution for Problem PO(w) if it satisfies constraint
(16) (Lines 3-4). Otherwise, the bisection method is employed
to find the smallest weight ŵ > w for which the solution of
PR(w) is tight for constraint (16) (Lines 5-13). The algorithm
is based on the observation that higher values of w benefit the
second objective, F2(L), causing to have a strictly increasing
objective function in the line currents (lt,ik), which is a
sufficient condition for the tightness of the relaxed power flow
constraint (16) [26]-[27]. The simulation results in Section V
suggest that the solution of PR(w) is non-optimal only under
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Algorithm 1 : Feasible Solution to Problem PO(w)

1: Input: w.
2: Solve PR(w) to obtain xw.
3: if PR(w) is feasible then
4: Return x∗ = xw.
5: else
6: Init. wl = w, wu = 1.
7: while (wu − wl) ≥ σ do
8: Set w = (wu + wl)/2;
9: Solve PR(w) to obtain xw;

10: if PR(w) is feasible then
11: Set wu = w, x̂ = xw, ŵ = w.
12: else
13: Set wl = w.
14: Return x̂ = xw and ŵ

“extreme” operating conditions with high reverse-power flows
in the grid. Even under these conditions, Algorithm 1 yields
close-to-optimal results. In Algorithm 1, the bisection method
is used to provide fast convergence to the operating point ŵ,
providing a good quality feasible solution, x̂, for weight w.
This method halves the searching space (wu − wl) at each
iteration, converging to ŵ in log2((1−w)/σ) iterations, where
σ is the bisection tolerance.

C. Best Objective Trade-off Solution

Algorithm 1 solves Problem PO(w) when w is known. This
section proposes a novel algorithm, Algorithm 2, to provide a
solution to Problem PO when w is undefined. This is achieved
by finding the operating point, w∗, for which Problem PR(w∗)
is feasible and the absolute difference of the gain losses of the
two objectives is minimized.

Let Pb
w, Ps

w and Lw denote the vectors Pb, Ps and L
derived from the solution of PR(w), for w ∈ [0, 1]. Then,
F 1 = F1(Pb

0, Ps
0) and F 2 = F2(L1) denote the minimum

values of the objectives in Eq. (4), ∀ w ∈ [0, 1]. The prosumers
gain loss, Gp, and grid gain loss, Gg , are defined as

Gp(w) =F1(Pb
w,P

s
w)− F 1, (20)

Gg(w) =F2(Lw)− F 2. (21)

Gp and Gg indicate the prosumers electricity cost and grid
losses cost increments compared to the minimum values,
respectively. Algorithm 2 aims to find the operating point
w∗ that minimizes |Gp(w) − Gg(w)|. Ideally, Algorithm 2
provides an operating point that equalizes the gain losses of
the two objectives, i.e., Gp(w∗) = Gg(w∗).

Note that Gp(w) ∈ [0, Gp(1)] and Gg(w) ∈ [0, Gg(0)], for
w ∈ [0, 1]. In addition, Gp(w) is a monotonically increasing
function and Gg(w) is a monotonically decreasing function of
w. Hence, it can be easily shown that |Gp(w)−Gg(w)| is a
unimodal function of w. For this reason, the bisection method
is employed to find the minimal value of |Gp(w) − Gg(w)|
as shown in Algorithm 2. Note that if w∗ > ŵ, where ŵ is
the value returned by Algorithm 1, then Gp(w∗) = Gg(w∗),
otherwise w∗ = ŵ and Gp(w∗) > Gg(w∗). The reason for
this is that Problem PR(w) is feasible for w ∈ [ŵ, 1], hence
equalization of the gain losses occurs when w∗ > ŵ.

Algorithm 2 : Trade-off Solution for Problem PO

1: Init. wl = 0, wu = 1.
2: Solve PR(wl) to obtain F 1.
3: Solve PR(wu) to obtain F 2.
4: while (wu − wl ≥ σ) do
5: Set w = (wu + wl)/2.
6: Solve PR(w) to obtain xw, Gp(w), Gg(w).
7: if (Gp(w) > Gg(w)) and (PR(w) is feasible) then
8: Set wu = w, x∗ = xw, w∗ = w.
9: else

10: Set wl = w.
11: Return x∗, w∗, Gp(w∗) and Gg(w∗).
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Fig. 5. Industrial LV distribution grid.

TABLE I
LINE IMPEDANCES

Line R X Line R X Line R X
(Ω) (Ω) (Ω) (Ω) (Ω) (Ω)

2-3 0.0056 0.0294 10-12 0.0439 0.0280 2-21 0.0152 0.0801
3-4 0.0080 0.0051 10-13 0.0247 0.0104 21-22 0.0060 0.0060
2-5 0.0083 0.0435 10-14 0.0220 0.0545 21-23 0.0172 0.0906
5-6 0.0445 0.0283 14-15 0.0520 0.1291 23-24 0.0273 0.0678
5-7 0.0352 0.0224 15-16 0.0861 0.0548 24-25 0.0230 0.0146
5-8 0.0237 0.0588 15-17 0.0185 0.0460 23-26 0.0354 0.0225
8-9 0.0417 0.0266 17-18 0.0106 0.0263 23-27 0.0303 0.0193

8-10 0.0244 0.0607 18-19 0.0632 0.0403 23-28 0.0593 0.1472
10-11 0.0421 0.0268 17-20 0.0621 0.0395 28-29 0.0353 0.0225

V. SIMULATION RESULTS

To evaluate the performance of the proposed CEMC
scheme, we have modified an industrial LV distribution grid
of the Cyprus power system to consider a balanced system
with 6 PV-ESS prosumers, 4 PV prosumers and 5 consumers,
as shown in Figure 5. Towards this direction, we assume
that (a) the load is uniformly distributed among the three
phases, and (b) the three phases are decoupled [26]. The
grid configuration and parameters have been provided by the
Electricity Authority of Cyprus (Cyprus DSO). The positive-
sequence impedances of the considered grid, where the line-
to-line voltage is 400 volts, are given in Table I. The voltage
limits are set to 0.9 and 1.1 p.u (vj = 0.92 and vj = 1.12

p.u), while the substation voltage is fixed at 1 p.u (node 2 of
Fig. 5) [26].

The consumption building profiles have been synthesized
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TABLE II
BUILDINGS DATA

Load PV Storage Load PV Storage
(Prof., kW) (kW) (kWh, kW) (Prof., kW) (kW) (kWh, kW)

B1 LP2, 35 0 0, 0 B9 LP3, 20 20 20, 10
B2 LP3, 15 15 0, 0 B10 LP1, 22 22 25, 15
B3 LP1, 17 0 0, 0 B11 LP2, 30 0 0, 0
B4 LP2, 16 16 15, 7 B12 LP1, 21 21 0, 0
B5 LP1, 20 20 0, 0 B13 LP3, 18 0 0, 0
B6 LP2, 15 0 0, 0 B14 LP2, 20 20 0, 0
B7 LP3, 18 18 20, 10 B15 LP1, 25 25 25, 15
B8 LP2, 19 19 20, 10 - - - -

Fig. 6. (a) Load profiles. (b) PV profiles. (c) Day-ahead electricity pricing
(Euro/kWh).

considering the normalized active power consumption of three
industrial buildings, as shown in Fig. 6a. The power factor
value of each building is set to 0.97. Similarly, the generation
profile of the PV systems is synthesized based on two real-life
normalized generation profiles, PV1 for a sunny day and PV2

for a partially cloudy day (Fig. 6b). The day ahead electricity
price is also presented in Fig. 6c. Table II presents the load, PV
and storage characteristics of the 15 buildings. For example,
building B4 uses load profile LP2 with peak load demand,
PV rated power, ESS capacity and ESS charging-discharging
power equal to 16 kW, 16 kW, 15 kWh and 7 kW, respectively.
Note that the power factor of the PV/ESS inverters is 0.9
(ϕP

k = ϕB
k = 25.8◦), and the one-way efficiency of all ESSs

is 96% (ηck = 0.96, ηdk = 0.96). Thus, the losses coefficients
in Eq. (11) are set as eck = 0.04 and edk = 0.0416 ∀k ∈ B. For
reproducibility purposes, the input data that are used in this
work are provided online in [28].

The proposed CEMC scheme is coded in Matlab, while
Problem PR is solved using the optimization solver Gurobi
[29] on a personal computer with 8GB RAM and Intel Core-
i5 3.2GHz. The horizon is set to one day with 15-minute
time intervals, and the derived solution is applied in a rolling-
horizon fashion. In Algorithms 1 and 2, we set σ = 0.001,
resulting in a maximum of ten iterations.

The performance analysis and evaluation consider the trade-
off between the objectives of the prosumers and the grid (Sec-

0.4 0.5 0.6
0

1

2

Fig. 7. Objectives trade-off: (a) Pareto front: Prosumers daily electricity cost
and grid losses cost (e), (b) Prosumers and grid gain losses (e), and (c)
Prosumers and grid gain losses as a function of w.

tion V-A), compare the proposed CEMC scheme with a self-
consumption scheme for a single operating scenario (Section
V-B), and provide aggregate results on the performance of
the two schemes under different normal operating conditions
(Section V-C). Sections V-A to V-C assume perfect knowledge
of PV generation and load demand, the predicted and actual
PV generation and load demand are the same, while Section
V-D investigates the performance of the proposed CEMC
scheme considering PV uncertainty. Interestingly, both the
power flow and the ESS convex relaxations are always exact
in the aforementioned case studies; hence, further experimen-
tation is undertaken under “extreme” operating conditions to
understand when the convex relaxations are violated (Section
V-E).

A. Objectives Trade-Off

The trade-off between the two objectives in (4) is presented
in Fig. 7(a) by solving Problem PO(w) using Algorithm 1 for
w ∈ {0, 0.005, 0.01, ..., 1}, constructing the Pareto front of the
two objectives. The figure indicates the Pareto optimal points,
operating points, for each value of w where it is impossible
to reduce the prosumers electricity cost, F1(Pb

w,P
s
w), without

increasing the grid losses cost, F2(Lw), and vice versa. Note
that the solution of Problem PR(w) (Step 2 of Algorithm 1)
has generated tight solutions in all cases implying optimal re-
sults for PO(w). Fig. 7(b) demonstrates the trade-off between
the prosumers and grid gain losses, Gp(w) and Gg(w), while
Fig. 7(c) illustrates the values of the prosumers and grid gain
losses as a function of w. Interestingly, both Figs. 7(b) and
7(c) indicate that the maximum Gp(w), observed for w = 1,
is several times higher than the maximum Gg(w), observed for
w = 0. Note that the minimum values of the two gain losses
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are observed for w = 0 and w = 1 (Gp(0) = Gg(1) = 0),
where the corresponding objectives are given full priority. Figs.
7(b) and 7(c) also show that the best operating point, obtained
from Algorithm 2, is at w∗ = 0.495, where the prosumers
gain loss, Gp(w), and grid gain loss, Gg(w), are equal, i.e.,
Gp(w) = Gg(w). In this sense, this point provides fairness
between the prosumers and the grid operator since they suffer
from the same gain losses.

The execution time needed to derive all 201 operating points
and hence construct the Pareto front is 378.7 sec, resulting in
an average time of 1.88 sec to solve Problem PR(w) for a
single point. Nonetheless, in each MPC control-step of the
CEMC scheme the GC does not need to construct the Pareto
front; it only needs to find the best operating point according to
Algorithm 2. The execution time of Algorithm 2 is 16.4 sec
on average which is very small compared to the 15-minute
control-step of the MPC.

B. Performance Evaluation

The performance of the proposed CEMC scheme is evalu-
ated and compared with a self-consumption (SC) scheme in
a single operating scenario using PV2 when w is undefined.
In the SC scheme, each PV-ESS prosumer operates in self-
consumption mode, in which the ESS is charged when the
building net load2 is negative, and discharged otherwise;
reactive power support is not provided.

The response of the grid operation based on the SC scheme
and the proposed CEMC scheme are presented in Figs. 8 and
9, respectively. Figs. 8(a) and 9(a) depict the buildings-grid
active power exchange for the 6 PV-ESS prosumers. As can be
seen, the CEMC scheme maximizes the prosumers profits by
(i) absorbing power to charge the ESSs when electricity prices
are low (periods 2 − 4 am and 2 − 4 pm), and (ii) injecting
power to the grid by discharging the ESSs when electricity
prices are high (periods 9−10 am and 7−9 pm). The reactive
power exchange for the 6 PV-ESS prosumers is shown in Figs.
8(b) and 9(b). In the SC scheme, the prosumers import reactive
power to satisfy their load demand, while in the CEMC scheme
they export reactive power to the grid through the PV-ESS
inverters to provide reactive power support. Figs. 8(c) and 9(c)
present the voltages of five critical nodes of the grid. As can be
seen, the SC scheme experiences multiple voltage violations
at buses 19 and 20, dropping below the safety limit of 0.9
p.u. In contrast, the CEMC scheme maintains the voltages
close to their nominal values (1 p.u.) at all buses. Figs. 8(d)
and 9(d) demonstrate the imported active and reactive power
from the LV feeder. As expected from the reactive power
support, the CEMC scheme dramatically reduces the reactive
power compared to the SC scheme. Specifically, the CEMC
scheme achieves 67% peak reduction and 79.3% total energy
reduction. The peak active power is also reduced by 8.22%.

Table III presents the daily electricity cost of the six PV-
ESS prosumers using the two schemes. The proposed CEMC
scheme reduces the total daily electricity cost of the prosumers
from e192.1 to e180.1 (6.2% reduction), the total grid losses

2The net load is defined as the difference between the load demand and
the PV generation.

Fig. 8. Grid operation using the self-consumption (SC) scheme: (a) Active
power exchange, (b) Reactive power exchange of the PV-ESS prosumers, (c)
Voltages at five critical grid buses, (d) Feeder imported power.

Fig. 9. Grid operation using the proposed CEMC scheme: (a) Active power
exchange, (b) Reactive power exchange of the PV-ESS prosumers, (c) Voltages
at five critical grid buses, (d) Feeder imported power.
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TABLE III
PROSUMERS DAILY ELECTRICITY COST (e)

Buildings B4 B7 B8 B9 B10 B15

SC scheme 32.87 23.03 39.03 25.59 33.51 38.08
CEMC scheme 31.39 21.01 37.13 23.75 31.30 35.49

Cost reduction 4.5% 8.8% 4.9% 7.2% 6.6% 6.8%

from 19.64 kWh to 19.03 kWh (3.1% reduction), and the grid
losses cost from e3.98 to e3.61 (9.3% reduction), on average.

C. Aggregate Performance Evaluation

The performance of the proposed CEMC scheme is evalu-
ated and compared with the SC scheme under different normal
operating conditions when w is undefined. Twelve scenarios
are carried out that involve combinations between (i) low,
medium and high loads, (ii) sunny and cloudy days, and (iii)
working and non-working days. The load values of Table II
are considered to represent medium loads. The low (resp.
high) loads are obtained by decreasing (resp. increasing) the
medium loads by 30%. The load profiles of the working days
are indicated in Figure 6; the base load of these profiles is
considered as the load demand of the non-working days.

The results using the two schemes are demonstrated in
Fig. 10, in box-plot form3. Fig. 10(a) shows the minimum
and maximum bus voltages of the considered LV distribution
grid. A 11.1% minimum voltage violation can be observed
for the SC scheme; no violations are observed for the CEMC
scheme. Fig. 10(b) illustrates that the CEMC scheme achieves
considerable reduction of the maximum imported reactive
power of the feeder. Specifically, the feeder maximum and
median reactive power values are reduced by 65.1% and
65.5%, respectively.

Figs. 10(c) and 10(d) present the total electricity cost of
the PV-ESS prosumers and the grid losses cost, respectively.
As can be observed, the CEMC scheme achieves a 20.6%
reduction of the median electricity cost compared to the SC
scheme (e56.83 compared to e71.58), in exchange for a small
increase in the grid losses cost (e2.55 compared to e1.81).
This is because the SC scheme reduces the grid-buildings
power exchange leading to low grid losses.

D. Performance Evaluation Considering PV Uncertainty

This section investigates the performance of the proposed
CEMC scheme considering PV uncertainty for the scenario
of Section V-B. Figure 11 depicts the predicted and actual
PV generation for four different cases. PVA1 - PVA4 are
real-life, normalized, partially-clouded, PV generation curves
that are used as the actual, but unknown, PV generation
profile of each considered case. Moreover, PVP indicates the
predicted PV generation (same with PV2 in Fig. 6), used in

3The bottom and top of each box indicate the first and third quartiles
(25% and 75%) of a ranked data set, while the horizontal line inside the
box indicates the median value (second quartile). The horizontal lines outside
the box indicate the lowest/highest datum still within 1.5 inter-quartile range
of the lower/upper quartile; for normally distributed data this corresponds to
approximately 0.35%/99.65%.

Fig. 10. Aggregate results of the SC and CEMC schemes: (a) Minimum and
maximum bus voltages in p.u, (b) Maximum imported reactive power of the
feeder in kVar, (c) Total daily cost of the PV-ESS prosumers in e, (d) Cost
of the grid losses in e.

Fig. 11. PV curves used for performance evaluation under PV uncertainty.
PVA1, PVA2, PVA3 and PVA4 are the actual PV curves in four different
cases, while PVP is the predicted PV curve in all cases.

all cases. Under the proposed control architecture, we examine
the effectiveness of three CEMC variations:

• CEMCNU : considers PVP with no updates.
• CEMCU : updates the PVP curve for the examined MPC

control-step t such that:
PVP (t+ 1)← 0.5(PVA(t) + PVP (t+ 1)).

• CEMCP : assumes perfect information such that:
PVP (t)← PVA(t), ∀t.

The three schemes are compared against the SC scheme. Note
that although the CEMCP scheme is unrealizable as it assumes
knowledge of future information, it is used for comparison
purposes as it provides the optimal performance.

Fig. 12(a) depicts the minimum voltages of the SC,
CEMCNU , CEMCU and CEMCP schemes in box-plot form
for the four PV generation cases. Interestingly, voltage vio-
lations of the lower limit are presented in the SC scheme
for all cases, while the CEMCNU scheme generates signif-
icantly better results even with the large error between the
predicted and actual PV generation. However, the CEMCU

scheme increases the minimum voltages, eliminating almost all
violations, because the updating of the predicted PV generation
in each MPC control-step corrects the reactive power support.
As expected, the best results are provided under perfect knowl-
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Fig. 12. Aggregate results of the SC, CEMCNU , CEMCU and CEMCP

schemes considering PV uncertainty: (a) Minimum voltage in p.u, (b) Total
daily cost of the PV-ESS prosumers in e, (c) Cost of the grid losses in e.

edge of the PV generation (CEMCP ), avoiding all voltage
violations. As depicted in Fig. 12(b), the CEMCNU , CEMCU

and CEMCP schemes reduce the total daily cost of the PV-ESS
prosumers compared to the SC scheme, while the three CEMC
schemes result to similar costs. As shown in Fig. 12(c), the
CEMCNU yields slightly higher grid losses costs compared to
the SC scheme; however, the grid losses costs are reduced in
the CEMCU and CEMCP schemes, where the latter generates
the lowest grid losses costs. It is interesting to observe that the
CEMCU scheme handles well the PV generation uncertainty
by avoiding almost all violations, despite using a very simple
approach to update the predicted PV generation. Utilizing
more sophisticated prediction schemes can yield even better
performance.

E. Exactness of Convex Relaxations

An interesting observation that has emerged from the sim-
ulation results of Sections V-A to V-D is that the considered
relaxations are always exact. Hence, in this section further
experimentation is conducted to investigate the exactness of
both the power flow and the ESS relaxations under the fol-
lowing “extreme” operating scenario: (i) PV generation: PV1;
(ii) Load demand: medium non-working day reduced by 80%;
(iii) reduced upper limits of the voltages (1.1−1.01 p.u.); and
(iv) no reactive power support (QP

t,k = QB
t,k = 0, ∀t, k). These

scenario characteristics aim to increase the reverse power flow
through the grid, cause the binding of the upper-bound voltage
constraints, and apply PV curtailments, rather than reactive
power support, for voltage control, in an effort to produce
loose relaxation solutions. Perfect knowledge of PV generation
and load demand is considered.

1) Exactness of the Power Flow Relaxation: Table IV
presents (i) the operating point ŵ, (ii) the operating point w∗,
(iii) the prosumers and grid gain losses, and (iv) the applied
PV power curtailments, for different upper limit values of the
voltage (V =

√
vj ,∀j ∈ N ). As explained in Section IV-C,

TABLE IV
“EXTREME” OPERATING CONDITIONS - RESULTS

V (p.u) ŵ w∗ Gp(w∗) Gg(w∗) PV curtailments

1.1 0.01 0.60 e2.77 e2.77 0 kWh
1.07 0.35 0.60 e2.77 e2.77 0 kWh
1.05 0.55 0.55 e3.92 e2.60 0 kWh
1.03 0.84 0.84 e30.3 e1.39 88.2 kWh
1.01 0.91 0.91 e89.1 e0.53 350 kWh

Fig. 13. Results for V = 1.03: (a) prosumers electricity cost (e), (b) grid
losses cost (e) and (c) objective function value.

the gain loss equalization, Gp(w∗) = Gg(w∗), is attained
when w∗ > ŵ, which holds for V ≥ 1.07 p.u in this case.
Note also that Gp(w∗) > Gg(w∗), when w∗ = ŵ, which
is the case for V ≤ 1.05 p.u. Interestingly, the difference
between Gp(w∗) and Gg(w∗) increases considerably as V
drops below 1.05 p.u., due to the ESS set-points and the PV
curtailments that are applied to maintain the voltages within
bounds. Algorithm 2 ensures the exactness of the power flow
relaxation.

The solution quality of PO(w), obtained from Algorithm 1,
is examined with respect to the lower bounds obtained from
the solution of the relaxed problem PR(w) for varying w.
Figure 13 displays the prosumers electricity cost, F1(Pb

w,P
s
w),

the grid losses cost, F2(Lw), and the objective value, Eq.
(4), derived from the solution of PO(w) and PR(w) when
V = 1.03. The graphs can be “separated” in two different
regions. For w ≥ 0.84, an exact relaxation is obtained from
the solution of PR(w) which is also optimal for PO(w). As the
solution of PR(w) yields a non-exact relaxation for w < 0.84,
Algorithm 1 is employed to obtain a feasible solution to
PO(w). To examine the quality of the solution to PO(w), the
optimality gap is considered

Optimality Gap =
FPO

(w)− FPR
(w)

FPR
(w)

× 100%, (22)

where FPO
(w) and FPR

(w) denote the objectives values
derived from the solution of Problems PO(w) and PR(w).
Interestingly, the maximum optimality gap is only 15.1% for
w = 0 and is reduced as w increases. The reason is that
increasing w makes the second objective of minimizing the
grid losses cost more important, which causes the reduction
of the power flows in the grid. This is achieved by utilizing the
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Fig. 14. Results for different ESS models: (a) total ESS energy losses (kWh),
(b) PV curtailments (kWh) and (c) execution time of Algorithm 2 (sec).

ESSs and applying PV power curtailments, also contributing to
the reduction of the voltage limits violation. The effect of these
actions becomes more important as w increases, causing the
gradual reduction of the optimality gap and eventually leading
to the exactness of the power flow relaxation.

2) Exactness of the ESS Relaxation: The exactness of the
proposed relaxed ESS model, constraints (18a) - (19b), is
examined and compared with two ESS models employed in
[30]-[32], presented in the Appendix. The first is the exact non-
convex ESS model and the second is the relaxed version of the
first model, the relaxed convex ESS model. To investigate the
performance of these two ESS models in the CEMC scheme,
we define the following problems:
• Problem PE(w) is obtained by replacing the proposed

ESS model, constraints (18a) - (19b), with the exact
non-convex ESS model, Eqs. (A.1) - (A.4), in Problem
PR(w). Problem PE(w) is a non-convex SOCP with
complementarity constraints.

• Problem PC(w) is obtained by replacing the proposed
ESS model, constraints (18a) - (19b), with the relaxed
convex ESS model, Eqs. (A.1) - (A.3), in Problem PR(w).
Problem PC(w) is a convex SOCP.

Solutions to the two literature based ESS models are obtained
by replacing Problem PR(w) with PE(w) and PC(w) in
Algorithm 2, respectively. The complementarity constraints
(A.4) in Problem PE(w) are handled by the optimization
solver as type 1 special ordered set (SOS) constraints, where
at most one variable in the specified list is allowed to take
a non-zero value, indicated as SOS1(P d

t,k, P
c
t,k), ∀t, k ∈ B,

[29].
Fig. 14(a) presents the total ESS energy losses4 in kWh

4The total ESS energy losses for Problems PE(w) and PC(w) are defined
in the Appendix. For Problem PR(w), the total ESS energy losses are
calculated as

∑
t∈T

∑
k∈B(P loss

t,k )∆T .

obtained by solving Problems PR(w), PE(w) and PC(w), em-
ploying Algorithm 2, for different values of the voltage upper
limit (V ). The results indicate that the two relaxed ESS mod-
els, associated with Problems PR(w) and PC(w), are exact
for V ≥ 1.05 yielding the same losses with Problem PE(w),
while are non-exact for V ≤ 1.04. Interestingly, the proposed
relaxed ESS model generates lower losses for V ≤ 1.04
compared to the relaxed literature-based ESS model. As can
be seen in Fig. 14(b), the non-exactness of the ESS relaxations
occurs only when PV power curtailments are applied. Note that
power curtailments are presented for V ≤ 1.04 to satisfy the
voltage upper limits. Consequently, extra ESS energy losses
are introduced as an alternative power curtailment form by
violating the ESS relaxation exactness, without affecting the
solution feasibility. Fig. 14(c) demonstrates the execution time
of Algorithm 2 in sec for Problems PR(w), PE(w) and PC(w).
As expected, the execution time of the non-convex SOCP
problem (Problem PE(w)) is considerably higher (10-16 times
higher) compared to the times of the convex SOCP problems
(PR(w) and PC(w)), which have similar execution times.

VI. CONCLUSIONS

This work proposes an energy management and control
scheme for managing the operation of an active distribution
grid with prosumers. A non-convex multi-objective optimiza-
tion model to minimize (i) the prosumers electricity cost and
(ii) the grid energy losses cost, while maintaining the safe
and reliable operation of the grid is formulated. The derived
optimization problem is relaxed to a convex SOCP model
and an algorithm to ensure feasibility under any operating
condition is developed. Simulation results suggest that the
relaxed optimization problem yields optimal solutions under
normal operating conditions, while the associated algorithm
yields close-to-optimal results under “extreme” operating con-
ditions, for which the relaxations are not exact. Moreover,
a novel algorithm to find an operating point that provides
fairness between the prosumers and the grid costs is proposed.
Simulation results indicate the effectiveness and superiority of
the proposed scheme in comparison with a self-consumption
approach, even under PV generation uncertainty. Future work
will explore energy management and control schemes for
unbalanced distribution grids.

APPENDIX A: LITERATURE-BASED ESS MODELS

The exact non-convex ESS model presented in [30]-[32] is
expressed as

CB
t+1,k = CB

t,k +∆T (− 1

ηdk
P d
t,k +ηckP

c
t,k), ∀t, k ∈ B, (A.1)

CB
k ≤ CB

t,k ≤ C
B

k , CB
0,k = IBk , ∀t, k ∈ B, (A.2)

0 ≤ P d
t,k ≤ P

B

k , 0 ≤ P c
t,k ≤ P

B
k , ∀t, k ∈ B, (A.3)

P d
t,k⊥P c

t,k ∀t, k ∈ B, (A.4)

where variables P d
t,k and P c

t,k denote the discharging and
charging power, respectively. The non-convex complementar-
ity constraint (A.4) restricts the simultaneous charging and
discharging power.
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The non-convex ESS model, Eqs. (A.1) - (A.4), is relaxed
to the convex ESS model in [30]-[32] by removing the
complementarity constraint (A.4). The relaxed convex ESS
model is exact when simultaneous charging and discharging
power does not occur. Note that when the two ESS models are
used in Problem PR(w) instead of the proposed ESS model,
then variables PB

t,k must be replaced by PB
t,k = P d

t,k −P c
t,k in

the formulation. Under the two literature-based ESS models,
the power losses are given

P̂L
t,k = edkP

d
t,k + eckP

c
t,k ∀t, k ∈ B. (A.5)

The total ESS energy losses are calculated as∑
t∈T

∑
k∈B(P̂L

t,k)∆T .
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