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Abstract 

 
Stand count is critical for growers to make decisions for replanting and other site-specific management to avoid yield 
loss. This study applied and compared two object detection models, MobileNets and CenterNet, in cotton stand count 
using unmanned aerial system (UAS) images. The results showed that the overall mean precision and recall for the 
CenterNet model were higher than those for the MobileNets model. The CenterNet trained model had an R2 value of 
0.60 and the MobileNets trained model had an R2 value of 0.48. The accuracy for the CenterNet model was 61% and 
for the MobileNets model was 46%. The results indicate that the CenterNet model has a better overall performance 
on cotton plant detection and counting.  
 

Introduction 
 
In cotton  (Gossypium hirsutum L.) production, stand count is critical for growers to make decisions for replanting 
and other site-specific management to avoid yield loss (Boman and Lemon, 1990; Godfrey et al., 2015). The cotton 
yield will significantly decrease if the plant density is below five plants per linear meter of a row in Texas High Plains 
(Hopper and Supak, 1993). Traditional methods to evaluate plant stand count is manually counting the number of 
plants per unit area. However, conventional methods are time-consuming and labor-intensive with sampling bias. It is 
necessary to develop methods to determine stand count accurately and efficiently. The UAS technology can provide 
high-resolution images to perform high-throughput plant phenotyping through vision detection. Researchers have been 
using UAS equipped with RGB cameras, multispectral and thermal sensors to estimate plant or fruit counts. Deep 
learning object detection algorithms offered opportunities for high-throughput plant phenotyping in recent years. The 
deep networks have been tested to learn complex models that involve crop phenotypic attributes. For example, Lin 
and Guo (2020) proposed the integration of image segmentation and the U-Net CNN model using UAV images for 
sorghum panicle detection and localization. However, the effectiveness of different models has not been tested using 
the same training datasets. Various improved and customized models have been developed and tested successfully on 
object detection. This study applied and compared two object detection models, MobileNets (Howard et al., 2017) and 
CenterNet (Duan et al., 2019), in cotton stand count using UAS images  
 

Materials and methods 
 
Experimental Site 
This study was conducted in a research field (33° 35' 50.53'' N, 101° 54' 27.30'' W) in New Deal, Texas, in 2020. In 
total, there were 208 plots, each 8 m long and eight rows wide in a north-south direction. A 1.5-m alley was arranged 
between plots. A subsurface drip irrigation system was used for irrigation in this field during the growing season.  
 
UAS Image Acquisition 
A DJI Phantom 4 Pro (DJI, Shenzhen, China) with a 4K RGB camera was applied in image acquisition. The flight 
plan was created using the DJI GSPro software (DJI, Shenzhen, China). The flight plan included 80% front overlap 
and 80% side overlap. The angle of the camera was set at 90 degrees to the land surface during flight. The UAS was 
flown at an altitude of 20 m at 2.4 m s-1. The spatial resolution was 4.3 mm for 20 m altitude. Two image datasets 
were acquired on June 8, and June 14, 2020. All image acquisitions were completed under sunny conditions with light 
to moderate wind around local solar noon. Raw images were stitched using the Pix4DMapper software (Pix4D S.A., 
Switzerland). 
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Training and Testing Images 
The training images containing 400 images were prepared by randomly cropping the raw UAS images and the stitched 
image (Figure 1). We used LabelImg tool (Tzutalin, 2015) for image annotation. Individual cotton plant with two or 
four leaves was labeled with a rectangular bounding box. Each training image has a corresponding xml file in PASCAL 
VOC format containing the filename, path, object and bounding box’s top left hand and bottom right-hand corners 
information, height and width of the image. Both training images and their corresponding xml files would be used in 
model training.  
 
The test dataset containing 100 images was prepared for accuracy assessment. The images in the test dataset were 
different from the images in the training dataset in dimensions and size. Each test image covered one row of the cotton 
plot that had a 1-m length in the field. Cotton plants in each test image were manually counted, and the number of 
cotton plants in these test images varied from 8 to 21. 
 

   
Figure 1. Examples of training images with a bounding box for cotton plant detection and counting 
 
MobileNets 
We used the pre-trained SSD-MobileNet-V2 -FPNlite 320x320 model to train the dataset with Tensorflow Object 
Detection API (Abadi et al., 2016). The single shot detector (SSD) architecture aims to predict bounding box locations 
and classify these boxes in one pass. The SSD consists of the MobileNets as the base architecture. The MobileNets 
model reduced the network and model size comparing with other object detection models. The MobileNets model 
uses only a single convolution network that applies to all the channels of the input image and slides the weighted sum 
to the next pixel (Sandler et al., 2018). The model used a random normal initializer and momentum optimizer with a 
learning rate base of  0.1. The COCO mAP is 28.2. 
 
CenterNet 
Another pre-trained model we selected was Centernet Resnet50 from Tensorflow Object Detection API. CenterNet is 
an object detection architecture based on a deep convolution neural network trained to detect each object as a triplet, 
rather than a pair, of keypoints (Duan et al., 2019). It only focuses on the center information, which minimizes the 
computation cost for this approach. The backbone used in this model was ResNet50. Center pooling, which helped to 
better detection of center keypoints in both horizontal and vertical directions, aims to capture more recognizable visual 
patterns. Cascade corner pooling focus on determining the corners of the bounding box by finding the maximum 
values on the boundary directions. Both cascade corner pooling and center pooling could be computed by combining 
corner pooling at different directions based on various situations (Law and Deng, 2018). The model used a random 
normal initializer and the adam optimizer with a learning rate base of 0.001. The COCO mAP was 31.2.  
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Evaluations 
Precision, recall, and F-score were used in this study to determine the effectiveness and accuracy of cotton plant 
detection. Precision and recall are the most commonly used indicators to evaluate the performance of object detection 
models. F1-score aims to balance the two indicators (Zhao et al., 2018). Precision, recall, and F1-score are defined in 
terms of true positive (TP), false positive (FP), and false negative (FN) as follows: 
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃𝑇𝑃 + 𝐹𝑃   

(1) 
 𝑅𝑒𝑐𝑎𝑙𝑙 = TP𝑇𝑃 + 𝐹𝑁   
(2) 𝐹1 = 2 × Precision × Recall𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙   
(3) 

 
The mean absolute error (MAE), mean absolute percentage error (MAPE), accuracy (ACC), coefficient of the 
determination (R2), and the root mean squared error (RMSE) were used as evaluation metrics to assess the 
performance of the cotton stand counting. 
 

 𝑀𝐴𝐸 =  1𝑛  |𝑚 −  𝑐|
ଵ  

 
(4) 
 

 𝑀𝐴𝑃𝐸 = 1𝑛  ฬ𝑚 −  𝑐𝑚 ฬ
ଵ  

 
(5) 

 𝐴𝐶𝐶 = (1 − 1𝑛   |𝑚 −  𝑐|𝑚 ) × 100%
ଵ  

 
(6) 

 𝑅ଶ = 1 − ∑ (𝑚 − 𝑐)ଶଵ∑ (𝑚 − 𝑚పതതതത)ଶଵ  
 
(7) 

 𝑅𝑀𝑆𝐸 =  ඨ∑ (𝑚 − 𝑐)ଶଵ 𝑛  
 
(8) 

 
where mi, m̅i, and ci represent the manually counted cotton plants for the ith image, the mean manual counts, and the 
predicted count for the ith image, respectively. n is the number of test images.  
 
Hardware and Libraries 
The algorithm was implemented using the Python programming language (Version 3.7, Python Software Foundation). 
The integrated development environment (IDE) used for our study was Google Colaboratory. Training, evaluation, 
and testing were performed using the TensorFlow2 (Abadi et al., 2016) high-level neural networks application 
programming interface (API). The execution of the algorithm was performed under GPUs with 12GB RAM. Both 
models resized input images to 512 x 512. 30000 total steps were run for each model.  
 

Results and Discussion 
 
Training Period and Cotton Plant Detection 
The mean per-step training time was 1.03 seconds for the MobileNets model and 0.84 seconds for the CenterNet 
model. With 30000 total training steps, the CentetNet model saved about 2 hours of training time. The trained model 
size was about 30 MB for the MobileNets and about 220 MB for the Centernet. Table 1 showed the mean precision 
and recall under various Intersection over Union (IoU) thresholds and target area sizes for the two models. Both mean 
precision and recall for the CenterNet model were higher than those for the MobileNets model, especially for small 
and medium target area sizes. The mAP for the CenterNet model was 31.2 and 28.2 for the MobileNets model. The 
results indicated the CenterNet model had a better performance for cotton plant detection. 
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Table 1. Mean precision and recall values in various IoU thresholds and target area sizes for the MobileNets and 
CenterNet models 

 IoU Threshold Area size MobileNets CenterNet 
Mean Precision 0.50:0.95 All 0.284 0.382 
 0.50 All 0.667 0.904 
 0.75 All 0.220 0.143 
 0.50:0.95 Small 0.297 0.378 
 0.50:0.95 Medium 0.278 0.442 
Mean Recall 0.50:0.95 All 0.392 0.475 
 0.50:0.95 Small 0.400 0.470 
 0.50:0.95 Medium 0.357 0.511 

 
Cotton Stand Count 
Table 2 shows the evaluation metrics for the performance of cotton stand count with MobileNets and CenterNet 
models. With 400 training images, the CenterNet trained model had an R2 value of 0.60, and the MobileNets trained 
model had an R2 value of 0.48. The CenterNet model showed lower values of mean absolute error, mean absolute 
percentage error, and root mean square error as compared with the MobileNets model. On the other hand, the accuracy 
for the CenterNet model was higher than the MobileNets model. The overall counting performance of the CenterNet 
model was better than the MobileNets model. 
 

Table 2. Coefficient of determination (R2), Mean absolute error (MAE), mean absolute percentage error (MAPE), 
accuracy (ACC) and root mean squared error (RMSE) for cotton stand count with MobileNets and CenterNet 

models using unmanned aerial system images. 
 R2 MAE MAPE ACC RMSE 
MobileNets 0.48 7.48 0.54 46% 7.81 
CenterNet 0.60 5.39 0.39 61% 6.08 

 
The models had challenges on test images with high brightness and low contrast environment. Both models could not 
detect cotton plants (Figure 2A). The orange box pointed that CenterNet model detected and separated smaller cotton 
plants while the MobileNets model only detected one cotton plant. Figure 2D showed that both models detected cotton 
plants in conditions with high contrast. Furthermore, these two models could not detect overlapping cotton leaves or 
cotton plants in high-density situations (Figure 2B). The red box labeled on the image showed that both models did 
not separate two cotton plants. The test results showed that both models worked better with test images from June 14, 
2020, because the cotton plant was relatively larger. Based on the target object size, CenterNet model had a better 
performance with smaller cotton plants (Figure 2C). 
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Figure 2. Examples of cotton plant detection results (Left images are from the MobileNets model, right images are 
from the CenterNet models, A and B represent images from June 8, 2020, C and D represent images from June 14, 

2020) 
 

Summary 
 
This study compared two object detection models, MobileNets and CenterNet, in cotton stand count. The results 
showed that the overall mean precision and recall for the CenterNet model were higher than those for the MobileNets 
model. The CenterNet trained model had an R2 value of 0.60 and the MobileNets trained model had an R2 value of 
0.48. The accuracy for the CenterNet model was 61% and for the MobileNets model was 46%. The results indicated 
that the CenterNet model had a better overall performance on cotton plant detection and counting. For both models, 
there were still challenges in detecting small cotton plants under high brightness and low contrast conditions. More 
training images are required to improve the accuracy and robustness of deep learning object detection models. Besides, 
cotton stand count accuracy as influenced by environmental factors, including image resolution, soil background, and 
illumination levels, requires further evaluation. 
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