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Membership in clusters (Supervised method)

l GAIA DR2 has a very strong influence on the membership of star clusters.
This is one of the most crucial parameters in studies of star clusters. In the
present study, we use membership data from Cantat-Gaudin et al(2018)
based on GAIA DR2 as a training set.

l Random Forest (RF), which is a supervised classification method, is applied 
to the Gaia DR2 data in this paper. We use the results from Cantat et al  as 
our training data to find new members in a sample of nine open clusters 
(NGC 581, NGC 1893, IC 1805, NGC 6231, NGC 6823, NGC 3293, NGC 
6913, NGC 2264, NGC 2244).

l The sample  has  clusters  with  ages  ranging  from  1.3–20  Myr,  at  
galactocentric  distanceRGCranging from 7.3–14.5 kpc and at varying 
galactic latitudes land longitudes b
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Divide the training data in a ratio of 30 : 70.
We made a grid with the possible range of values for important
model parameters (i.e. number of trees in RF, maximum depth
of a tree, minimum samples needed for a split, minimum
sample for a leaf node etc)
Then we applied a randomized search 5-fold cross validation in
the train subset with 100 iteration which in total builds 500
models with randomly chosen parameters from the grid and
select the model which resulted in maximum precision.

Validation



Results

l Members increased by 2--3 times.  Improves accuracy in determining various 
parameters of a star cluster ranging from distance, extinction and mass 
function.

l The sizes revised 
l Likely cluster members,  escaped members
l find sub-structure in velocity  space as well as spatial distribution of the cluster 

unresolved binary sequences (NGC~6231) as well as all other possible non 
main-sequence members of the cluster.



Supervised Learning ?

Supervised methods (where we NEED good training data)
•Pro: It can perform better or give good accuracy or 
prediction even with a high number of data
•Cons: Its accuracy depends on how good the training set is



Unsupervised Learning

Unsupervised method (to get the training set from the raw data)

Which UM is better? Is there any single UM which works well for all 
or does it depends on the cluster?
•Which SM is better? Is there any single UM which works well for 
all or does it depends on the cluster?



Gaussian Mixture Modelling/DBSCAN

Does it work for all clusters? 
Field/Cluster ratio?


