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Abstract: Today, due to public safety requirements, surveillance 

systems have gained increased attention. Video data processing 

technologies such as the identification of activity [1], object 

tracking [2], crowd counting [3], and the detection of anomalies [ 

4] have therefore been rapidly developing. In this study, we 

establish an unattended method for the detection of anomaly 

events in videos based on a ConvLSTM encoder-decoder to learn 

about the evolution of spatial characteristics. Our model only 

covers typical video events during preparation, whereas in testing 

the videos are both usual and abnormal. Experiments on the 

UCSD datasets confirm the validity of the suggested approach to 

abnormal event detection. 

Keywords: Anomaly event detection, Autoencoder, LSTM, 

UCSD dataset, Convolutional neural networks.  

I. INTRODUCTION 

The need for automatic surveillance systems is now 

increasing because of increased safety concerns. Advances in 

technology and lower costs culminated in the rapid 

deployment in both public and private buildings of 

surveillance cameras. Traditionally, human operators are 

responsible for monitoring video feeds from multiple 

cameras that need visual inspection simultaneously. 

Nonetheless, after long periods of gazing on display screens, 

even committed staff has been affected by diminished visual 

attention. [1]. 

The classical research topic of computer vision or related 

fields in so many activities, from domestic security, medical 

diagnostics or military and industrial operations, to picture 

sequence abnormality.[2], [3]. The growing number of 

applications and the need for accurate results increase 

demand for alternative solutions that are less dependent on 

people. Besides being a commonly known problem, the 

automatic detection of anomalies is still a challenging and 

challenging issue because of several complex problems, such 

as camera position, lighting, shadows, occlusions, weather 

conditions, camera jitter, etc. [4]. 

Additional cameras should be used to fix several 

occlusions in several monitoring activities. Some activities 

are usually multiple perspectives for proper inspection, 

particularly in disastrous environments like industrial plants 

and offshore petroleum platforms [5]. In dangerous  

conditions and areas where access is difficult, such a need is 
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even greater [6], [7], [8]. Collective no. of cameras often 

increases the amount that can be monitored in large 

installations. 

The use of a single movable camera is an interesting 

approach to dealing with this issue. In action, on a moving 

platform (e.g. car, robot, or drone), a traditional Camera is 

mountable that carries a camera along a predefined trajectory 

to the desired position. This method will reduce dramatically 

the number of cameras needed but enables monitoring of the 

range of different viewing points at the same time as 

automating repeat inspections. Together with extensive use 

of portable cameras, these factors stimulate interest in 

monitoring & background / earth separation problems 

through movable cameras [6], [9], [10], [11], [12]. 

There are primarily two issues with anomaly event 

identification. Firstly, it is rare (i.e. with low probability) for 

an irregular occurrence to occur. Furthermore, it is not very 

easy to describe abnormality. For example, someone who 

runs in a bank can be perceived to be an anomalous 

occurrence, but he or she runs in the Park like a normal event. 

However, video data modeling is a challenge because of its 

high-dimensionality, noise, large events or interaction 

properties. 

The literature has extensively studied understanding of 

human activity in this sense. In this field, most methods 

specifically model such events a priori and therefore their 

implementation is restricted, typically in controlled 

scenarios, to the detection of such events. For instance, 

abandoned object detection or violation of prohibited areas is 

an example of event detection. More specifically, the 

emphasis on anomaly detection has been increased despite 

specific modeling. a fact which video surveillance incidents 

are difficult to guess yet pose a small incident rate lies behind 

the rise of the interest.2[13], In noisy situations in particular. 

For these purposes, it became a research topic3[14] to 

identify these events. Intuitively, in a video sequence, we can 

describe an anomaly as an action which separates time and 

space from its context 4[15]. This allows an anomaly 

detection statistical method by treating anomalies as low 

probability occurrences about a normal behavior statistical 

model. A key element, in this case, is the identification of 

irregularities involving complex Spatio-temporal interaction 

between artifacts in the scene. Anomalies in the points and 

conceptual anomalies can be listed as current approaches 

[14]. The former uses a certain position (size, speed) with the 

salience of an attribute. 
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 Later, information from a temporal (trajectory) or spatial 

(nearly observed) background is included by use of features 

such as pixel shift rate 5[16], foreground pixel filler ratio 

6[17], optical flow (optical flow) object dimensions and 

motion vectors 7[18], and foreground data 8[19]. 

This paper deals with the question of detecting changes in 

video sequences taken from camera configurations of this 

kind. The approach suggested breaks down potentially 

anomalous video targets into a small combination of the 

frames in an anomalous video without reference plus a small 

residual, referring to potential interest anomalies. The basic 

assumption that the algorithm will be successful is that the 

position and trajectory of the camera during objective and 

reference video processing are identical to the data in the 

frames of the target film. Under such conditions, a linear 

convex optimization can be used to decompose target frames 

as a sparse combination of reference frames. However, the 

camera shakes as it moves in real-world scenarios, and thus 

its location and trajectory can change about the recording of 

video reference. One way to solve this issue is an additional 

non-linear domain shift definition that involves an iterative 

linearization approach. This transition of the domain allows 

the system to better match reference as well as a target video 

frame, creating less false detection for the algorithm 

II.  LITERATURE REVIEW  

The potential applications in different fields [20], like 

vision detection and control, human-computer interfaces, 

content-based video study or behavioral biometrics, have 

brought significant attention to identification and 

comprehension of human activity in Video. In the last few 

years, anomalous events have been observed in the change in 

paradigm. Here we discuss concepts and methods for 

identification of phenomena in a video for short. 

Notwithstanding the variety of approaches and 

implementations, the concept of anomalies is universal. 

Anomalies were identified in literature as' unknowns'[21],'' 

anomalous occurrences'[22],' anomaly'[15],' suspects of 

action' or' anomalies'[24]. Intuitively, an anomaly is a trend in 

each sense that is not consistent with normal behavior [4]. 

Pattern recognition methods, in video analysis, are often the 

preferred way to identify or recognize events by modeling 

specific training data events. Detection is carried out through 

the interaction between new patterns and those already 

educated. In comparison, a model of usual course is 

perceived or anomalies are detected as nonconformities from 

this pattern in anomalous event detection. 

We may differentiate between point anomalies and 

contextual abnormalities depending on the contextual extent 

at that anomalies are taken into account[15]. The first 

suggests that at a certain spot, the value of the extracted 

features differs significantly from the normal value. 

Sometimes, they mean a particular location (e.g. height, 

speed) for an attribute. It includes information from the 

temporal (trajectory) or spatial (near observations) 

background. Anomalies that understand the time background, 

also known as sequential anomalies, analyze inconsistencies 

in the time series of a particular feature removed. Most works 

in this area detect anomalous trajectories, as inferred by 

object tracking algorithms, shown by moving objects. 

Nonetheless, due to the current difficulties in object tracking, 

they are not good at crowded environments, so that they are 

not suitable for unlimited scenarios. 

Approaches dealing with features derived directly on the 

pixel level are more suited for use unconditionally in the 

infinite number of objects than with object abstractions. Such 

techniques, however, are largely restricted to the detection of 

salience and are not therefore appropriate for detecting 

contextual anomalies. Functions collected include frequency 

of pixel change [16], front-end pixel filling ratio[17], object 

sizes and vectors of motion (optical flow). 

In [19], a descriptor for object sized is proposed to detect 

anomalous motion effectively, regardless of the form of item. 

Such methods also divide the image into blocks at the 

extraction level of a feature [18] [24] or calculate features in 

each pixel from a fifth. The detected objects may be 

constrained by a set block or neighborhood size since it is 

responsible for both video and normal object size. Such 

methods cannot, therefore, be tailored to situations that shift 

objects of various sizes. In [24], the authors use blocks for 

various video resolutions in different blocks. 

III. ANOMALY DETECTION IN VIDEOS 

Imagine we've got thousands of security cameras running 

all the time, some in remote places or in streets where 

anything dangerous is unlikely to take place, others in busy 

streets or city squares. A wide range of abnormal events that 

take place even at one location; from place to place and from 

time to time the concept of the abnormal event varies. 

It is highly desirable to use automated systems to detect 

unusual events in this scenario and to improve safety and 

broader supervision. In general, it is a difficult task to identify 

suspicious events in videos This also has wide applications 

across the vertical industry and, most recently, has become 

one of the main tasks of video analysis and is currently 

attracting great interest from researchers. A rapid and 

accurate approach to anomaly detection in real-world 

applications is very much needed.  

IV. PROPOSED METHODOLOGY 

Why don’t we use a Supervised Learning Technique for 

Anomaly Detection? 

If we crave to consider the problem as a matter of Binary 

classification is required, and in this case, it is difficult to 

collect labeled data for the following reasons: 

 Anomalous occurrences are difficult to achieve 

because of their rareness. 

 There is a wide range of anomalous incidents, which 

requires a lot of workplace manual identification and 

marking. 

The above factors have promoted the need to use 

unattended or semi-monitored means such as dictionary 

learning, space-time, and self-encoding. And self-encoders. 

nothing like regulated methods, unregulated video footage 

containing little or no suspicious incidents that are readily 

available for real-time applications need only these methods. 
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A. Autoencoders  

Autoencoders Neural networks are trained to reconstruct 

the data. There are two autoencoders parts: 

 The encoder: Capable of learning efficient Input data 

representations (x) is called f(x) encoding. The 

bottleneck which contains the entry is the final layer 

of the encoder representation f(x). 

 The decoder: reconstructs the data r = g(f(x)) by 

means of the bottleneck encoding. 

The reconstruction will be used for training the proposed 

model used in this research. 

B. Training the Model 

The training set consists of regular sequences of video 

frames and the model is trained in the reconstruction of these 

sequences. Let us, therefore, get the data ready to feed our 

model in these three phases.: 

 Divide the training video frames into temporal 

sequences, each of size 10 using the sliding 

window technique. 

 To ensure that each frame has the same resolution, 

resize each frame to 256 x 256. 

 Scale pixels values between 0 & 1 by dividing each 

pixel by 256. 

C.  Proposed Model 

In this research, we have used Neural Network-based 

Convolutional LSTM. 

A special kind of RNN that can learn long-term 

dependencies–generally known only as "LSTM" –is a 

short-term memory network. We were developed by Hoch 

Reiter & Schmid Huber team (1997) and have been improved 

and popularized by a significant number of employees in 

subsequent work1. 

LSTMs have been planned specifically to prevent the 

problem of long-term dependency. The long-term reminder 

of knowledge is your default actions, not what you are trying 

to learn! 

All recurrent neural networks are formed by a chain of 

neural network repeat modules. This module has a simple 

system for regular RNNs. 

LSTM as a unique RNN structure is stable and secure for 

the conservation of long-range dependencies for general 

sequence models. 

Here we use Convolutional LSTM layers rather than fully 

connected LSTM layers because FC-LSTM layers do not 

keep the spatial data very well Due to the use of both 

input-to-state & state-to-state links where no spatial data is 

encoded. 

CNN LSTM architecture uses CNN layers for extracting 

input data in conjunction with LSTMs to assist the sequence 

prediction. CNN LSTM architecture. 

CNN LSTMs have been developed to help predict visual 

time series problems and to apply textual descriptions from 

image sequences (e.g. videos). The problems of in particular: 

 Activity Recognition: Generate a textual operation 

summary shown in the picture series. 

 Image Description: Generate a single picture text 

summary. 

 Video Description: Generate a textual image series 

summary. 

"[CNN LSTMs are] a highly space-based and time-based 

models class with the flexibility to perform several sequential 

inputs to output visibility tasks.” 

D. Testing the Model 

Each video will be checked separately. 34 research videos 

are available from the UCSD dataset. Each testing video has 

200 frames. We use the window slider approach to obtain all 

10 frame sequences consecutively. In other words, regularity 

of the Sr(t) series starting from frame(t) & ending at frame(t) 

is determined for every t between 0 & 190 (t+9). 

We measure reconstruction error of a value of a pixel I in 

video's frame with the L2-standard (x, y): 

 e(x,y,t) (x,y,t)- fw(x,y,t))|| 

Wherever fw is an autoencoder trained developed by the 

LSTM. We measure than the frame t reconstruction error by 

summarizing all the errors in pixels: 

 e(t)∑ x,y e(x,y,t)) 

The cost of rebuilding a ten-frame sequence which begins 

at t can be calculated as follows: 

 Sequence_reconstrution_cost(t) = ∑           
     

 

Fig. 1. Flow Diagram of the research Methodology.  

We then quantify abnormality by scaling Sa(t) between 0 

& 1. 

 Sat = 
                                                                

                                 
 

We can derive regularity score Sr(t) by subtracting 

abnormality scores from 1. 

 Sr(t) = sa(t) 

After we compute the regularity score Sr(t) for each t in 

range [0,190], we draw Sr(t). 
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V. RESULTS AND DISCUSSIONS 

Let us understand with an example, at the beginning of any 

video, there is a walkway bicycle this explains the low 

regularity rating. After the left bike, the score increases 

regularly. This means that another wheel in frame 60 again 

reduces the regularity rate and increases right after it is left. 

 

 
Figure 2 shows the regularity score of the given dataset 

 

 
Figure 3 Another regularity score of the same dataset 

 

 
Figure 3 Another regularity score of the same dataset 

 

 
Figure 3 Regularity score of another frame  

 

The variation in the regularity score indicates that in all the 

above figures regularity score increases when there is an 

anomaly detected on the road. The graph raises in that 

condition and decreases when the road is in a safe zone. 

VI. DATA SET USED 

A stationary camera with an elevation overlooking the 

footbridge was connected to the UCSD Anomaly Detection 

Dataset. The density of the crowds in the paths ranged from 

scarce to packed. The video only shows pedestrians in the 

normal setting. Anomalous events are attributable:  

 The flow of non-pedestrian beings through the paths. 

 Anomalous movement trends Football. 

Small cars, skaters, Bikers, & people who walk through a 

footbridge or in surrounding grass often produce anomalies. 

There have also been several cases of wheelchair users. All 

anomalies occur naturally, i.e. for assembly of the data set 

they have not been produced. The data were divided into 2 

sub-sets, which suit each scene. The film from each scene 

was divided into different videos of approximately 200 

images.  

A. Peds1 

Clips of people groups moving to and from the shot and a 

degree of distortion of perspective. This consists of 34 video 

training and 36 video test samples.  

B. Peds2 

Football scenes parallel to the camera plane. Includes 16 

video samples & 12 video checks. 

That clip covers binary flag per frame for each annotation 

which indicates whether there is an anomaly in that frame. 

Furthermore, a subset of ten pixel-level binary masks for 

Peds1 and 12-pixel clips for Peds2 is given which determines 

anomaly-related areas. This is designed to enable the 

evaluation of the performance of algorithms to detect 

anomalies. 

VII. CONCLUSION  

Incident identification anomaly is a vital function for the 

automated tracking of incidents such as assaults, traffic 

accidents or illegally happening in videos. Current 

monitoring systems, by comparison, involve manually 

detecting irregularities, which is a very detailed process that 

often needs more effort than is generally possible. In the 

paper, we suggested an unsupervised approach to the 

identification of anomalies based on Convolutional Network 

encoder decoders for the extraction of spatial features and a 

Convolutional LSTM encoder-decoder to learn the temporal 

evolution of spatial characteristics. The suggested method for 

the identification of anomalies was evaluated using UCSD 

dataset experiments. We can combine multiple data sets in 

the future and test whether the model still works well. We can 

also find a way to improve the anomaly detection process, 

such as using fewer sequences during the testing phase. New 

methods such as extraction & reliability can also be based on 

future research. 
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