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Abstract –Body posture plays a crucial role in the 
measurement of body vitals. Accurate measurement of blood 
pressure, body weight, etc. requires correct posture which greatly 
affects the result. To achieve the correct posture the person has to 
depend on the lab technician, who helps the person to sit in the 
correct pose, to place the cuff in the right place to measure blood 
pressure, to stand in the correct pose to measure body weight, etc. 
To eliminate the need for lab technician, we develop a system, to 
capture image and recognize the pose using a camera, image 
processing using pose estimation algorithm, guide the person to 
correct if the recognized pose is incorrect using a User Interface 
developed using pyqt. The pose estimation algorithm works by 
estimating and connecting the body keypoints. Hence we are 
creating a prototype model for real time pose estimation and 
guidance. 

Key terms: Body Keypoints, Deep Learning, GUI, Health 
Kiosk. 

I. INTRODUCTION 

Smart body posture guidance system recognizes the human 
body by estimating the body keypoints, based on deep 
learning. Real time depth cameras have made this task easier. 
The main aim of the system is to eliminate the need for lab 
technician while checking body vitals like body weight, 
blood pressure, etc. Here, we use image processing 
techniques to estimate the pose and compare it with the 
guidance images.. The system makes use of images captured 
by the camera which is integrated to the system.Body point 
based posture analysis is the state of art for posture 
recognition. Deep learning models trained on key point 
estimation are used for understanding the complex poses 
exhibited during different activities with ease. These models 
are trained on 3-D triangulation from multiple single views, 
there enabling them the capability to handle occlusion. The 
correct body posture is essential in accurate estimation of 
body vitals like BP measurement. The person using the 
system will be alerted with the help of guidance images in 
case of incorrect posture has been detected. In recent years, 
with the rapid development of virtual reality, augmented 
reality, and interactive multimedia, human-computer 
interaction (HCI) technology is in higher demand than ever 
before. 
1. Components of proposed system 
Camera  
The specification of the required camera is C922 pro stream 
web cam. The camera is the first and foremost requirement 
of the system since it provides the input.  
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The high resolution camera enables the system to capture 
high quality image which will be helpful to recognize the 
posture and will also be useful to guide the user of the 
system. 

PC 
The PC used in this system is with i5 processor, which is 
linked to the camera. The captured image and the guidance 
image will be displayed in the PC.  

II. RELATED WORK 

Smart body posture guidance system is mainly developed to 
sit in a right posture while measuring blood pressure, which 
plays a vital role in the accuracy of the result, without the 
help of lab technician. We also need exposure to pose 
estimation.  
M. Andriluka [1] developed a 3-D pose estimation system in 
three stages to estimate and track multiple people in crowded 
areas using potentially moving cameras, to overcome the 
inherent ambiguity and complexity of human articulation. 
Demirdjian [2] presented progress on untethered articulation 
of arm and body. Virtual reality based sensors are used for 
tracking body configuration. This system allows tracking of 
real time, robust and accurate tracking of 3-D position and 
tracking. 
P.F.Felzenszwalb [3] presented a framework for object 
recognition. Each part of the object is modelled separately 
and allows qualitative descriptions of visual appearance. The 
problem of using pictorial models and learning from training 
examples are addressed. 
Ashwini Magar [4] developed a system which uses haar 
cascades to segment human from images eliminating the 
background. It faces large variability of shapes, appearance 
of object class. Using haar cascades technology the input 
image will be divided into upper and lower body so that it 
will be easier to segment the human image alone. 
Abhishek Yadav [5] developed a system which uses head as 
the key for body-pose estimation. Artificial neural networks 
are trained to obtain the head position. Matlab platform is 
used to develop the system. This system is developed to 
recognize the activity and name the exercise performed by 
the person. 

III. PROPOSED METHODOLOGY  

Smart body posture guidance system is developed to 
eliminate the need for lab technician to help us while 
measuring blood pressure, weight, etc. This system is to 
detect the posture in real time and helps to correct the 
posture which will be helpful to obtain the accurate 
measurement. 
Visual studio 
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Visual studio is used to develop programs, which supports 
36 different languages. The layout developed using visual 
studio can be controlled housing the controls inside other 
containers or locking them to the side of the form. The UI is 
linked with code using an event driven programming model. 
PyQt 5 
PyQt 5 is the tool which is used for development of 
Graphical User Interface. It is a high performance GUI 
development platform implemented in python. Since it offers 
wide range of menus, buttons, it is widely chosen over many 
alternatives and also permits code flexibility. The user 
interface of the system has been developed using Pyqt5 
which would enable the patients to know their status by 
displaying the captured image on the screen. The interface 
screen also displays the guidance images which guides the 
patient to sit in the correct posture. The system also enables 
the patient to start or stop the process. The flags in the GUI 
indicate the mistake by turning red while green indicates 
correct posture. 

 
                 Fig.1 .User Interface 
Workflow of proposed system 
    The workflow of Smart body posture guidance system 
involves the following steps: 
Step 1: The camera interfaced with the system captures the 
image of the person sitting in front of the system. 
Step 2: The captured image is displayed in the GUI. 
Step 3: The model weight will be downloaded and then load   
network. 
Step 4: Read the captured image as  input  and prepare input 
to the network .To make predictions and parse  
key points. 
Step 5: The image display with key points after running pose 
estimation algorithm. 
Step 6: If the person is found to be sitting in the wrong 
posture, indicators will alert the person and make them to 
correct 
Step 7: The GUI also displays the correct postures which 
will be helpful to guide the person 

IV. RESULTS AND OUTPUT 

The real-time video image is acquired by using the deep 
learning network model completed by training, and the pose 
characteristics of each frame are extracted, and then the 
correctness of the sitting posture is judged. The recognition 
results are printed in the video interface, as shown in Figures 
2, 3 and 4 each of picture is a screenshot of the video display 
interface. The output  will show the GUI  display which has 
three sections .The first section shows instructions and 
instruction images to patients .The section  indicates 

orientation of image is taken by camera and is  processed in 
model using green and red as sign where green indicates 
correct posture and red indicates  wrong posture. The third 
section indicates image taken by camera using key points. 
 

 
Fig. 2.Hardware set up 

 

 
Fig.3.Output of guidance system 

 

 
Fig .4 Final output 

V. CONCLUSION 

Hence we are developing a prototype model to prevent the 
person from sitting in incorrect posture by alerting them 
using the GUI. The camera captures the image of the person 
using this system, and by using image processing and pose 
estimation algorithm we can estimate the posture. So that 
there will not be a need for lab technician to help the 
patients. In future it can be extended to use in IT industries to 
monitor the prolonged pose of the professionals.  
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