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Abstract: Reversible data hiding (RDH) is an active research area 

in the field of information security. The RDH scheme allows the 

transmission of a secret message by embedding it into a cover image, 

and the receiver can recover the original cover image along with the 

extraction of the secret message. In this paper, we propose a bit plane 

compression based RDH scheme to hide a sequence of secret message 

bits into a grayscale image. In the proposed method, a selected bit 

plane of the cover image will be compressed using run-length 

encoding (RLE) scheme. Further, the RLE sequence has been 

efficiently encoded as a binary sequence using Elias gamma encoding 

method. The Elias gamma encoded bit sequence concatenated with 

the secret message bits are used to replace the selected bit plane after 

performing a sequence of Arnold transform.  The Arnold transform 

helps to find a new scrambled version of the bit plane which is very 

close to the original bit plane to ensure the visual quality of the stego 

image. The RLE is a lossless compression technique, therefore 

recovery of the original image is possible by the receiver. The 

experimental study of the proposed scheme on the images from 

standard image dataset (USC-SIPI image dataset) shows that the 

proposed scheme outperforms the existing scheme in terms of the 

visual quality of the stego image without compromising the data 

embedding rate. 

Keywords: Reversible data hiding, Arnold transform, Bit-plane 

compression, Secret message communication, Run-length encoding 

I. INTRODUCTION 

The image data hiding techniques provide a way to 

embed secret data into a cover image for purposes such as 

data authentication, copyright protection, user identification, 

secret communication, etc. [1, 2]. Most of the methods for 

image data hiding will modify the cover image permanently, 

and it cannot be restored exactly during the extraction of the 

hidden data. But a recently introduced technique called 

reversible data hiding (RDH) allows the extraction of hidden 

data along with the exact recovery of the cover image [3]. 

The reversible data hiding schemes have been more useful in 

sensitive applications such as military image 

communication, medical image transmission, etc. where the 

alterations on the original images are not tolerable. An 

overview of the RDH scheme is shown in Fig. 1. From Fig. 1, 

it can be seen that the sender can embed a secret message into 

a cover image. The cover image which is embedded with a 

secret message is termed as stego image. The receiver can 

recover the original cover image along with the extraction of 

the secret message. A data hiding key should be used by 
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Fig. 1. Overview of reversible data hiding scheme 

the sender and receiver to avoid the unauthorized decoding 

of the secret message and image recovery.  Reversible data 

hiding schemes on images are roughly classified into three 

categories: 

 Lossless compression based RDH: In this 

technique, the cover image has been compressed 

using a lossless compression based technique to 

make space for hiding secret messages [4]. 

 Difference expansion based RDH: In the 

difference expansion based technique, the 

difference between a pair of pixels has been 

expanded to hide a single secret message bit [5-9]. 

 Histogram shifting based RDH: In the histogram 

shifting based technique, the histogram of the cover 

image has been shifted to create a space to hide the 

secret message bits [10-13]. 

The existing compression based RDH schemes are not 

that much efficient to generate good quality stego images. 

The low quality of a stego image is a visual indication that 

the image contains some hidden information, and in such 

cases, malicious people may try to do image analysis 

operation to decode the hidden messages [14].    

The difference expansion based RDH scheme selects a 

pair of pixels from the original image to embed a secret 

message bit. The quality of the stego image depends on the 

values of the selected pixel pairs, and if the selected pixels 

are very close then the quality of the stego image will be 

better. A high-capacity reversible watermarking scheme has 

been reported in [15], where the correlation between 

neighbourhood pixels has been used to determine the amount 

of difference expansion. Most of the schemes based on 

difference expansion are required to keep a location map to 

distinguish the pixels embedded with secret message bits 

from the other pixels because during difference expansion all 

the pixel values cannot be used for the embedding process 

due to overflow or underflow. The situations when the 

modified pixel values are going beyond the allowed pixel 

intensity range are known as 

overflow or underflow.  
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During data extraction and image recovery phase, 

location map needs to be considered as a reference to 

distinguish the pixels with secret message bits and the 

unmodified pixels. 

The histogram shifting based RDH schemes are also very 

popular. The key idea behind histogram shifting based RDH 

scheme is that increment all the pixels in the cover image 

with its pixel intensity value greater than Pk by one, where Pk 

is the pixel intensity value of the peak region in the 

histogram of the cover image. This process will create a gap 

in the histogram of the cover image just after the peak region. 

The embedding of the secret message bits can be carried out 

only on the pixels with intensity value Pk. To embed a 

watermark bit 1 in a pixel with intensity value Pk, modify it 

as Pk +1; to embed a watermark bit 0, keep the pixel value Pk 

as it is. For extraction of the secret message bits from the 

stego image, the receiver should know the peak intensity 

value Pk. A secret message bit 0 is to be extracted from a 

pixel with pixel intensity Pk, and a secret message bit 1 is to 

be extracted from the pixel with intensity value Pk+1. All the 

pixel values greater Pk+1 should be decremented by one to 

recover the original cover image [16]. The histogram shifting 

process also may lead to overflow or underflow during the 

embedding process, and efficient methods to keep this 

additional information is required.  

The conventional difference expansion and histogram 

shifting based RDH schemes require to make large 

modifications on the pixel values of the cover image, and it 

may lead to low-quality stego images. To improve the visual 

quality, and to achieve better embedding rate (by reducing 

the chances of overflow/underflow) prediction error based 

techniques have been introduced [17, 18]. The initial 

difference expansion and histogram shifting schemes 

considered the pixel intensity value as it is, but prediction 

error based techniques compute the prediction errors from 

actual pixel values based on some well-known prediction 

technique such as rhombus prediction [19]. Further, the pixel 

values of the cover image have been altered to modify the 

prediction errors to embed secret message bits.  

Recently a few RDH schemes which are entirely different 

from the conventional methods have been reported. A 

sudoku based RDH scheme has been reported to achieve 

better embedding rate in [20]. But the quality of the stego 

image has been compromised here. A reversible 

watermarking scheme by scaling up the original image by a 

factor of 2 has been reported in [21], and it achieves an 

embedding rate of 0.75 bits per pixels (bpp). But here, for 

image transmission, the bandwidth requirement is 3 times 

more than the actual image size. Apart from these schemes, a 

few other schemes such as guided filtering based RDH [22] 

and RDH scheme with contrast enhancement have been 

reported in the literature [23]. 

In this manuscript, we propose a novel bit-plane 

compression based RDH scheme which provides better 

embedding rate without compromising the visual quality of 

the stego image. In the proposed scheme, a specific bit-plane 

is compressed using the run-length encoding (RLE) 

technique [24], and further, the run-length encoded sequence 

has been converted into a sequence of bits by using Elias 

gamma encoding scheme [25].  To achieve better visual 

quality for the stego image, the compressed data along with 

the secret message bits have been scrambled using Arnold 

transform, and an Arnold transform version which provides 

minimum mean square error has been selected to replace the 

selected bit plane. All the other remaining bit planes will be 

kept as it is while merging of the bit planes to obtain the 

stego image.  

The novelty of the proposed scheme is that to obtain good 

quality stego image even after data hiding process, a 

combination of run-length encoding, Elias gamma encoding, 

and Arnold transform are used for the first time in literature. 

II. PROPOSED SCHEME 

The proposed bit-plane compression based RDH scheme is 

detailed in this section. The proposed scheme mainly 

consists of five major steps as given below: 

1. Bit-plane slicing 

2. Bit-plane compression 

3. Data embedding process 

4. Arnold transform on the modified bit-plane 

5. Merging of bit-plane 

A. Proposed reversible data hiding process 

Algorithm 1 describes the steps during reversible data 

hiding phase. An 8-bit grayscale cover image, I, having size 

of N×N pixels and a secret message having size of L bits are 

taking as the input to the Algorithm 1. Initially, the cover 

image I will be divided into 8 different bit-planes, denoted as 

P7, P6, ..., P0. Note that each bit-plane will be a binary matrix 

of size N×N bits. Basically the pixel intensity values at 

I[x,y]=(P7.2
7
)+(P6.2

6
)+(P5.2

5
)+(P4.2

4
)+(P3.2

3
)+(P2.2

2
)+(P1.2

1
)+(P0.2

0
)$, where 1 ≤ x ≤ N and 1 ≤ y ≤ N. As per the 

proposed scheme, a selected bit-plane PE will be compressed 

using the run-length coding scheme, further, the run-length 

sequence will be encoded using Elias gamma encoding 

scheme. The sequence of bits obtained as a result of Elias 

gamma encoding process is denoted by G. In the next step, 

we need to concatenate first (log2(3.N)+1) number of bits 

extracted from bit plane P0, Elias gamma encoded 

bit-sequence G and secret message bits S. This concatenated 

bit-sequence need to be converted into a 2-dimensional (2D) 

array of size N×N, denoted by H. The sequence of Arnold 

transform on a 2D matrix of size N×N integers will be 

periodic within 3.N iterations, and to represent any value up 

to 3.N requires maximum (log2(3.N)+1) number of bits. 

Further, all possible versions of Arnold transform will be 

generated from H, and later, we will select an Arnold 

transform version which will give minimum mean square 

error (MSE) while comparing with the original bits in PE. 

For better understanding, the sequence of operations are 

defined mathematically. We need to find all the possible 

Arnold transform versions of H. 

HV={T
i
 (H)|1≤i≤q, where T

q
(H)==H} (1) 

where T is Arnold transform function, T
q
 represents the 

matrix obtained after q Arnold transforms as mentioned in 

equation (2) and equation (3). 
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Algorithm 1: Proposed reversible data hiding scheme that 

provides image encryption 

Input: : I, S /* I : Grayscale cover image of  size 

N×N, S: Secret message bits of length L. */ 

Output: : W /* W : Stego image of size N×N pixels 

with the hidden message bit sequence S */. 

Step 1: : Divide the image I into 8 different bit 

planes, say P7, P6, ..., P0 

Step 2: : Select the bit plane PE and apply binary 

run-length encoding on it. Denote the 

run-length encoded sequence by R. 

Step 3: : Apply Ellias gamma encoding method on 

the run-length sequence R, say the resultant 

binary sequence is G. 

Step 4: : n=(log2(3.N)+1)   /*n indicates the 

number of bits required to represent any 

possible Arnold transform iteration*/ 

Step 5: : Extract first n bits from the bit plane P0 

while scanning in row-wise manner, call 

the n-bit sequence as B. 

Step 6: : Create a new bit sequence D by 

concatenating  B, G, and S. Let us assume 

that the number of bits in D is N2. 

Step 7: : Convert D into a 2D array of size N×N, say 

H. 

Step 8: : Find an Arnold transformed version of H 

from all the possible Arnold transform 

matrices, say V, which will give the 

minimum mean square error between PE 

and V. 

Step 9: : Find the number of further Arnold 

transform requires to recover H from V, say 

Y. 

Step 10: : Replace the bit-plane PE with the scrambled 

version V. 

Step 11: : Convert Y into its corresponding binary 

sequence in an n-bit representation, say Yb. 

Step 12: : Replace the first n-bits of P0 by using Yb 

while scanning the pixels in row-wise 

manner. 

Step 13:  Initialize an integer (8-bit unsigned 

representation) 2D matrix of size N×N with 

0's to keep the stego image. 

Step 14: : Combine all the bit-planes P0, P1,..., P7 to 

obtain the final stego-image (in grayscale), 

denoted as W using 

W[x,y]=(P7.2
7)+(P6.2

6)+(P5.2
5)+(P4.2

4)+ 

(P3.2
3)+(P2.2

2)+(P1.2
1)+(P0.2

0), where 1 ≤ x 

≤ N and 1 ≤ y ≤ N 

Step 15: : Output the stego image W 

 

Algorithms 2 describes the sequence of steps in proposed 

data extraction and image recovery process. 

Algorithm 2: Data extraction and image recovery 

Input : : W, E   /* W: 8-bit grayscale image of size N×N 

pixels which is embedded with a secret 

message as per the procedure described in 

Algorithm 1, E: The bit plane selected for 

embedding process */ 

Output: : I, S   /* I: Recovered grayscale image of size 

N×N pixels, S: Extracted secret message*/ 

Step 1 : Divide the image W into 8 different bit planes, 

say P7, P6, ..., P0 

Step 2 : n=(log2(3.N)+1)   /*n indicates the number of 

bits required to represent any possible Arnold 

transform iteration*/ 

Step 3 : Extract the first n bits from P0 while scanning 

in row-wise manner, say Yb 

Step 4 : Find the integer corresponds to Yb, say Y. 

Step 5 : Find the Yth Arnold transform version of PE, 

say H. 

Step 6 : By row-wise scanning, linearize H into a 

corresponding row vector denoted by HL. 

Step 7 : Copy first n bits from HL, and replace the first n 

bits of PE while considering bits in row-wise 

order. 

Step 8 : Perform Elias Gamma decoding procedure and 

run-length decoding process on (n+1)th bits 

onwards of HL, until we get a bit-sequence of 

size N2, say RL. Let us denote that the bits from 

(n+1) to Z have been used to obtain a 

bit-sequence of N2 bits. 

Step 9 : Convert the row vector RL into a matrix of size 

N×N bits. 

Step 10 : Replace the bit-plane PE by using the bits of R. 

Step 11 : The bits from (Z+1) to N2 in HL will be secret 

message bits and keep it in S. 

Step 12 : Initialize a 2D integer matrix (8-bit unsigned 

integer) I of size N×N with 0's to keep the 

recovered original image. 

Step 13 : Combine all the bit-planes P0, P1,..., P7 to 

obtain the final stego-image (in grayscale), 

denoted as I using  

W[x,y]=(P7.2
7)+(P6.2

6)+(P5.2
5)+(P4.2

4)+ 

(P3.2
3)+(P2.2

2)+(P1.2
1)+(P0.2

0), where 1 ≤ x ≤ 

N and 1 ≤ y ≤ N 

Step 14 : Return I, S 

For better understanding, an example of Elias gamma 

encoding on a run-length sequence obtained on a binary 

matrix of size 8×8 bits shown in Fig. 2 is described here. 

Row-wise scanning on the above bit-plane will generate a 

run-length sequence as shown in Fig. 3. Further, the 

run-length sequence will be encoded using Elias gamma 

encoding scheme. Elias gamma code is a universal code for 

coding integers whose upper bound cannot be determined 

beforehand. In this scheme, to represent a N-bit integer, N-1 

zeros will be placed before the binary representation of that 

integer. Finally, the Elias gamma encoded sequence of the 

run-length sequence will be obtained as shown in Fig. 4. It 

can be seen that to represent the sample 8×8 bit-plane 

considered here, 64 bits are required to represent it. But after 

obtaining the Elias gamma encoded version of the run-length 

sequence of the bit-plane, it can be represented using 56 bits. 
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Fig. 2. Sample image 

The generalized 2D Arnold transform is a mapping which 

transforms each coordinate (x,y) in a N×N grid to a new 

location (x',y') given by equation (2) and equation (3). 

 
Fig. 3. Run-length code obtained from sample image 

 
Fig. 4. Ellias-gamma encoded sequence obtained from 

run-length code 

x'=a1x+a2y+KN mod N (2) 

y'=a3x+a4y+KN mod N (3) 

Where (a1.a4)-(a2.a3)=±1, and K=maximum({|a1|, |a2|, |a3|, 

|a4|}) 

The number of Arnold transform iterations required to 

recover the original content will be kept in the first 

(log2(3.N)+1) bits of P0. The selected Arnold transform 

version, modified P0, and the unmodified other bit planes 

will be used to construct the stego image W. For better 

understanding, a schematic diagram of the proposed RDH 

scheme is given in Fig. 5. 

 
Fig. 5 Illustrative example of proposed reversible data hiding process 

B. Data Extraction and Image Recovery Process 

The data extraction and image recovery process is given 

in Algorithm 2. In a reversible data hiding scheme, the users 

should be able to extract the hidden message along with the 

recovery of the original cover image from the stego image. 

Firstly, divide the given stego image $W$ into 8 bit planes P7, 

P6, ..., P0. Note that the pixel intensity values at 

W[x,y]=(P7.2
7
)+(P6.2

6
)+(P5.2

5
)+(P4.2

4
)+(P3.2

3
)+(P2.2

2
)+(P1.

2
1
)+(P0.2

0
), where 1 ≤ x ≤ N and 1 ≤ y ≤ N. Further, extract 

the first (log2(3.N)+1)   bits from the P0, which tells us the 

number of Arnold transform iterations required to restore the 

actual bits in PE. Let us assume that the first 

n=(log2(3.N)+1) bits correspond to the integer value Y. 

Apply Y number of Arnold transform on the PE, and denote 

the transformed matrix by H. Extract the first (log2(3.N)+1) 

bits from H and use these bits to replace the first 

(log2(3.N)+1)  bits of  P0. This process will lead to 

recovering the original bit plane P0 of the cover image. Next, 

extract the remaining bits from H, and do the Elias gamma 

decoding procedure. This process should continue until we 

are able to generate a run-length sequence which can produce 

a binary sequence of N
2
 bits. These N

2
 bits will be converted 

into a matrix of size N×N bits, and used as the bit plane PE of 

the recovered image. The remaining bits in the binary matrix 

H will be extracted as the secret message. 

III. RESULTS AND DISCUSSION 

The experimental study of the proposed scheme has been 

carried out on the standard images downloaded from  

USC-SIPI image dataset [26]. This image dataset contains the 

well-known images such as baboon, peppers, boat, airplane, 

etc. During the experimental study, all the images are 

converted into 8-bit grayscale images of size 256×256 pixels, 

and a pseudo-random bit sequence has been used as the secret 

message. All the experiments have been carried out using a 

workstation with 32 GB RAM and Intel(R) Xeon(R) CPU of 

3.46 GHz. All simulations have been done using 

Matlab2017a. In general, the efficiency of a reversible data 

hiding scheme is analyzed by the measures: peak signal to 

noise ratio (PSNR) [27], structural similarity index (SSIM) 

[28], embedding rate, and time complexity.  
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Experimental results obtained from the proposed scheme 

is discussed in this section in detail. 

A. Analysis of Visual Quality of the Stego Image 

The PSNR is an effective measure to find the visual 

quality degradation on a cover image due to the data hiding 

process. A higher PSNR value between the cover image G 

and the stego image F indicates the goodness of a data hiding 

scheme. The PSNR between the original cover image G and 

the stego image F can be computed by the equation (4) Let us 

assume that both images are 8-bit grayscale images of size 

M×N pixels. Similarly, the SSIM between two images 

basically compare the structural similarity between two 

images. 

PSNR=10log10(
    

   
) (4) 

 

where MSE is defined as  

 

MSE=
 

  
                   

   
 
    

 

(5) 

While considering the proposed RDH scheme, the selection 

of bit plane highly influences the PSNR value. The data 

embedding process in higher bit planes will lead to more 

degradation in the stego image which in turn gives lower 

PSNR value. The embedding process on lower bit-planes 

may provide better PSNR value, but the embedding rate will 

be less as compared to the same from the higher bit-planes. 

Empirically, we decided that bit plane P4 or P5 can be 

considered for data hiding process which gives nominal 

embedding rate without compromising the visual quality. 

The PSNR is not very well matched to the perceived 

visual quality, therefore SSIM has been introduced. SSIM 

value between two images I and W will be 1, if both are 

exactly identical.  PSNR and SSIM values obtained for 

well-known images from the proposed RDH scheme while P4 

has been considered for data hiding process is shown in Table 

I. 

Table 1. PSNR and SSIM obtained from 

proposed scheme 

Image name PSNR (in dB) SSIM 

Boat 33.33 0.83 

Peppers 31.92 0.83 

Airplane 33.11 0.85 

Lake 32.33 0.86 

The sample results obtained during experimental study is 

shown in Figure. 6. Figure. 6 (a) shows the original images, 

Figure. 6 (b) and Figure. 6 (c) are the corresponding stego 

images when data hiding has been carried out on plane 4 and 

plane 5 respectively. 

 

   
(a) Original image (b) Stego image-1 (c) Stego image-2 

 

Fig. 6. Sample results 

 

B. Analysis of Embedding Rate 

The embedding rate of an RDH scheme is defined as the 

number of bits that can be embedded into a pixel. In general, 

embedding rate is denoted as bits per pixel (bpp). In our 

proposed scheme, the embedding rate is highly dependent on 

the amount of compression that can be achieved for a selected 

bit plane. The amount of compression that can be achieved by 

a compression scheme can be measured by using 

compression ratio. The compression ratio (CR) can be 

computed by equation (6). 

 

   
                 

               
 (6) 

The compression ratios obtained from different images 

while considering all the 8 bit planes P0, P1, ..., P7 are shown 

in Fig. 7. From Fig. 7, it can be seen that compression ratio 

obtained for higher bit planes is more as compared to the 

same from the bit planes in lower levels. The compression 

ratio obtained less than 1 indicates that the number of bits 

required to represent a bit plane in the compressed domain is 

more as compared to its uncompressed representation. 
 

 
Fig. 7. Bit planes Vs Compression ratio 

As per the proposed RDH scheme, the embedding rate is 

directly proportional to the compression ratio. For most of the 

images the compression ratio obtained from P0, P1, P2, and P3 

are less than 1, and so these bit planes cannot be used for data 

hiding process. So we have considered bit planes P4, P5, P6, 

and P7 for data hiding process and the embedding rate 

obtained for the well-known images are shown in Fig. 8. The 

property of the cover image and the position of the selected 

bit plane determines the embedding rate. From Fig. 8, it can 

be seen that the images like airplane and peppers give more 

embedding rate as they have fewer texture. 

 
Fig. 8. Embedding rate obtained for various images 

Run-length encoding scheme on a bit plane can give better 

compression when the bits within the bit plane are highly 

correlated. The correlation (C) of adjacent bits within a bit 

plane of size N×N bits can be computed by equation (7). 
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 (7) 

 

The correlation values obtained from all the 8 bit-planes for 

the well-known images such as lena, boat, peppers, airplane 

and lake are shown in Table 2. From Table 2, it can be seen 

that bit planes in higher levels are highly correlated as 

compared to lower bit planes. Due to this adjacency property, 

run-length encoding based compression used in the proposed 

RDH scheme is able to give better compression on higher bit 

planes as compared to lower bit planes. In general, if the bits 

in a bit plane is highly correlated, then run-length may give 

better compression ratio. Since the higher bit planes in 

airplane and peppers are highly correlated, the embedding 

rate will be more on this images. The graphical representation 

of Table 2 is given in Figure. 9. 

 

Table 2. Correlation between adjacent pixels  

Plane 

No. 

Image name 

Lena Boat Peppers Airplane Lake 

0 0.50 0.50 0.49 0.50 0.50 

1 0.50 0.51 0.50 0.53 0.51 

2 0.54 0.55 0.53 0.71 0.54 

3 0.62 0.62 0.63 0.79 0.60 

4 0.70 0.72 0.75 0.71 0.72 

5 0.80 0.74 0.82 0.93 0.82 

6 0.84 0.73 0.89 0.97 0.81 

7 0.93 0.94 0.95 0.97 0.94 

 

 
Fig. 9. Correlation between adjacent bits in bit planes of  

different images 

C. Time Complexity Analysis 

The major operations in the proposed RDH scheme are 

run-length encoding, Elias gamma encoding operation and  

Arnold transformations carried out on the modified bit plane. 

To obtain the run-length code sequence from any bit plane of 

an image with N×N bits, only one pass over all the N
2
 bits in 

the plane is required. Further, for Elias gamma encoding 

process is required to consider the whole run-length 

sequence. The run-length sequence size is bounded by O(N
2
). 

While considering the next primitive operation, Arnold 

transforms, maximum 3N Arnold transforms sequences can 

be generated from a bit plane of size N×N bits. So the time 

complexity to find all possible Arnold transform version of a 

bit plane with N
2
 bits is O(N

3
). Hence, the theoretical time 

complexity of the proposed data hiding scheme is computed 

as O(N
3
). 

Similarly during data extraction and image recovery 

phase, to recover the bits in the embedded bit plane, a 

sequence of Arnold transform is required. In the worst case, 

this will take O(N
3
) time. Elias gamma decoding procedure 

and run-length decoding operations can be performed on 

O(N
2
). Finally, we can say that both data hiding algorithm 

and data extraction process require O(N
3
) time. 

Similar to theoretical time complexity, average execution 

time plays a major role to demonstrate the usefulness of RDH 

scheme in time restricted applications. The proposed RDH 

scheme took 6.35 seconds to finish the data hiding process, 

and it spends an average time of 1.97 seconds for data 

extraction and image recovery process (specification details 

of the workstation and the images used for the experimental 

study have been described in the starting of this section). 

D. Comparative Study 

In this section, the proposed RDH scheme is compared 

with the recently proposed, well-known RDH scheme 

reported in [29]. The PSNR and embedding rate of the 

existing scheme [29] is dependent on the number of pairs of 

histogram peaks selected for data embedding. For 

comparison, we considered the number of pairs as 10, 15 and 

20. In the proposed scheme the PSNR is highly dependent on 

the selection of bit plane for compression and data hiding. We 

have considered bit plane 4 and bit plane 5 for compression 

and data hiding process. The average PSNR and average 

embedding rate obtained from existing scheme [] and 

proposed scheme are shown in Table 3. The proposed scheme 

able to provide a PSNR value of 29.68 while bit plane at 

position 5 has been considered for data embedding process. 

 

Table 3. Comparison of PSNR (in dB) and 

Embedding Rate (bpp) 

RDH Schemes 

PSNR 

(in dB) 

Embedding rate 

(bpp) 

Existing 

scheme 

[29] 

10 pairs 30.34 0.270 

15 pairs 27.20 0.370 

20 pairs 25.03 0.458 

Proposed 

Scheme 

Plane 4 32.07 0.161 

Plane 5 29.68 0.342 

 

The results obtained from the proposed scheme is better 

than or incomparable to the results obtained from existing 

scheme. We say results are incomparable when one result is 

better than the other on one parameter (PSNR) and weaker 

than the other parameter (embedding rate). 

IV. CONCLUSION 

A new lossless compression based reversible 

watermarking scheme which provides better embedding rate 

without compromising the visual quality of the stego image is 

proposed in this paper. A selected bit-plane of the cover 

image has been compressed using run-length encoding 

technique along with Elias-gamma encoding scheme. The 

Arnold transformation technique has been used to scramble 

the compressed data and the secret message to improve the 

visual quality of the stego image.  
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The experimental study of the proposed scheme has been 

carried out on the standard images downloaded from 

USC-SIPI dataset shows that the proposed RDH scheme 

provides an embedding rate without compromising the visual 

quality of the stego image. The future works can be focused 

to design and develop robust reversible data hiding schemes. 
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