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Abstract: Mental health plays an integral part in leading a healthy 
life and having a positive outlook. This impacts our behavior, thought 
process, and actions and therefore it’s important to identify and detect 
mental disorders in an early stage as it’s effects can have a lasting 
influence on one’s life. According to WHO, one in four people get 
affected by mental health disorders and currently 450 million people 
suffer from such conditions. Natural Language Processing can be a 
useful tool to analyze the trends in therapy transcripts. They can be 
further trained and optimized to derive useful insights and predict 
plausible future trends. Our proposed system analyses therapy 
transcripts and classifies it as ’Early signs of depression’ and ’Serious 
after-effects of prolonged depression’ based on the nature of the 

responses. Our system uses three different classifiers- Naïve Bayes, 
Support Vector Machine, and Logistic regression as well as two 
different victories- TF-IDF and Count, to classify the text into these 
categories. This proposed system will not only help patients in 
identifying their symptoms but will also help therapists and 
researchers in gathering a large amount of data which could     be 
used in predictive analysis, diagnosis and understanding the patient. 
Such research will pave the way for improving counselling and 
therapy sessions and be a very essential analysis tool for therapists. 
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I. INTRODUCTION 

Mental health denotes a person’s state of psychological well 
being. A mentally healthy person is capable of utilizing their 
cognitive abilities to perform the usual functions that their 
body and surroundings demand. Mental illnesses can be 
treated through counselling, sometimes accompanied with 
prescribed medicine. According to WHO, one in four people 
get affected by mental health disorders and currently 450 
million people suffer from such conditions [1] . Mental 
illnesses such as depression and anxiety can have dire 
consequences as they can lead to suicide, if not addressed and 
treated in due time. It becomes very crucial to identify such 
mental illnesses at an early stage. To make the process of 
identification efficient and quick, NLP based prediction can 
be utilised. With the help of a thorough analysis of therapy 
transcripts, early signs of mental illness such as depression, 
anxiety can be recognised.  
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This analysis can further be used to obtain useful insights 
and predict future trends. Our proposed NLP algorithm 
analyses the transcripts of therapy sessions in order to 
perform classification based on the nature of responses. The 
data set consisting of therapy transcripts from counselling 
sessions is first analyzed to gain insight about the various 
characteristics of the transcripts and accordingly determine 
the features and scope of our algorithm.  Then,  the text is 
preprocessed in order to make  it easy to understand for 
further processing. This is then followed by vectorization 
which is performed by calculation of TF IDF (Term 
frequency-inverse document frequency) and making use of 
Count vectorizer. This text is then classified into ‘Early 

signs of depressions’ and ‘Serious after-effects of prolonged 
depression’. 

II. LITERATURE SURVEY 

Mental health has become exceedingly important to 
maintain a healthy lifestyle and a positive outlook. The 
awareness regarding mental health issues has gained 
prevalence in recent times. The system described in this 
paper talks about the classification performance of various 
classifiers such as Random Forests (RF), Support Vector 
Machines (SVM), Linear Discriminant Analysis (LDA), and 
k-Nearest Neighbor. LDA was considered the most efficient 
in terms of average generalization errors. One major 
drawback of LDA is that it only  performs  well  on  a  
smaller  number of correlated features. [2] This paper 
monitors the Twitter feed of 135 Mechanical Turk (MTurk) 
participants and was compared with validated reports of 
suicide risk using   a machine learning algorithm.   The 
algorithm was able to identify the suicidal cases with 92% 
accuracy. The algorithm falls short in terms of identifying 
linguistic characteristics which is extremely vital in 
differentiating between various mental health-related causes. 
[3] A system that conducts emotion detection on Twitter 
feeds using natural language processing has been described 
in this  paper. The tweets are classified as negative or 
positive using classifiers such as Support Vector Machine 
and Naïve Bayes. Multinomial Naïve Bayes model 
outperforms the Support Vector Machine model. A drawback 
of this system is the low accuracy caused by the use of short 
forms. [4] This paper talks about a system that processes 
Facebook data based on emotional process, temporal 
process, linguistic style, and all the aforementioned features 
together using techniques such as decision tree, k-Nearest 
Neighbor, Support Vector Machine, and ensemble. The 
Support Vector Machine model has better performance. 
However, the decision tree has 
better results for precision, 
recall, and f1 score. [5]  
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The system described in this paper talks about a system to 
classify 10 subreddit COVID-19–related comments using 
Natural Language Processing. Linear Discriminant Analysis 
was used for topic modeling and LSTM was used for 
sentiment classification of the text. The scope  was  limited  
as  it  was  restricted to the English language only.  [6] In 
this paper,  a system  that makes use of a neural network for 
online character recognition for recognizing a physician’s 

handwriting. Natural Language Processing is used for 
formatting and classifying the prescription. This system 
outperforms an existing solution called MedEx. [7] The “n-
grams” feature was used in this paper, meaning that 
predictions  were  based upon a contiguous sequence of n 
words that were codified and used as an input to the 
machine learning algorithm. The system was able to predict 
the probabilities of suicidal ideation or  heightened  
psychiatric  symptoms  of the patients. However, while 
deciding the size of the n-grams, there was a trade-off 
between higher specificity and lower sensitivity. [8] In this 
paper, a system that classifies the symptom keyword as 
‘negative symptoms’ or ‘catatonic syndrome’. Text Hunter, 
an information extraction suite, was used for the same. A 
major drawback of the system was that it was not 
comprehensive and missed aspects of psychosis 
presentation. [9] This paper aimed to use natural language 
processing to perform prediction of psychiatric readmission 
to promote interventions for this purpose. The natural 
language processing model used here is a Latent Dirichlet 
Allocation (LDA) model. This model is used to determine 
the most relevant and frequent words on specific subjects 
presented in a text document.  The topics considered here  
for the LDA model were depression, anxiety, trauma, etc.  
TF IDF (Term frequency-inverse document frequency) was 
also calculated to recognize the most frequently appearing 
words and limit their lexicon. SVM was further used for 
classification and, specificity and sensitivity were used as 
performance metrics. [10] 

III. METHODOLOGY 

For the implementation  of  our  model,  we  will  be  using 
natural language processing and machine learning 
classification algorithms to analyse transcripts and predict the 
nature and seriousness of the patient’s mental illness. 

 
Fig. 1. Block Diagram and System Design 

A. Dataset 

The dataset was prepared from transcripts generated from 
interactions with therapists on an online platform called 
Counsel Chat. The platform has over 300 plus therapists that 

provide online assistance and therapy on mental health issues. 
The dataset consists of 31 mental health related issues that 
was generated from 317 transcripts. [11] These 31 uniquely 
identified issues consisted of mental health problems such  
as depression, anxiety, anger management, substance abuse, 
domestic violence etc. 

 

Fig. 2. Topic-wise number of responses 

B. Data Preparation and Analysis 

In the above Figure 2 , mental health topics and issues are 
plotted by the number of responses received from patients. It 
is observed that most of the mental health related problems 
and topics revolve around depression, relationship, anxiety, 
self esteem and family conflicts. On the lower end of the 
spectrum, topics such as sleep improvement, eating 
disorders etc have fewer responses and questions. 
Another interesting analysis was pertaining to the length of 
the conversation between therapists and patients. In Figure 3 
, it is observed that the average question length was around 
54 words whereas the average response length was 170 
words long. 
Furthermore in Figure 4, when we plot the length of the 
responses by mental health related topics, we found out that 
domestic violence, spirituality, workplace relationships, and 

 
Fig. 3. Distribution of length of questions and responses 
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Fig. 4. Length of responses by topic 

Addiction record the highest lengths. This denotes that these 
mental health related concerns are caused by deep-rooted 
and long term effects of depression and trauma. For data 
preparation, we classify issues such as depression, anxiety, 
self esteem, trauma, behavioral change, grief and loss, self 
harm, stress and anger management under early signs of 
depression that need immediate intervention as it is  easier  
to tackle mental health issues  at  an  early  stage.  Issues 
such as relationship-dissolution, workplace-relationships, 
domestic-violence, sleep-improvement, substance-abuse, 
family-conflict, marriage, eating-disorders, relationships, 
LGBTQ, addiction, legal-regulatory, professional-ethics, 
military-issues and diagnosis are classified under serious 
after effects of prolonged depression causing negative 
impacts on not only the patient but others around them. 

C. Text Preprocessing 

The purpose of text preprocessing is to transform the text in a 
format that is readable and at the same time understandable 
by the machine in order to make predictions accurately. It is 
also essential to select text preprocessing techniques which 
will work best with the model in order to obtain precise 
results. For text preprocessing, we will be using the NLTK 
(Natural Language Toolkit) library. 
1) Lower case: The first step is to transform our text into 

lower case in order to reduce the vocabulary size, list 
and word count. This is not only necessary due to the 
case sensitivity of the text but also helps in getting rid of 
duplicate values of the same word. 

2) Removal of punctuation: After converting our text to 
lowercase, we then proceed to remove punctuation by 
using string. Punctuation. Removing punctuation aid in 
normalising the words by avoiding identical versions of 
the same. 

3) Tokenization: After the removal of punctuation, we then 
transform our text to tokens by using the function word 
tokenize() from the NLTK library. This function splits 
the text string into tokens based on the white spaces 
between words in a sentence. This is an important 
immediate step before we remove stop words and 
perform lemmatization and stemming on text. 

4) Removal of Stop words: After we tokenize our text, we 
then remove stop words from our list of tokens. Stop 
words are nothing but a set of words that occur 

frequently  in text or sentence but their contribution is 
insignificant for the purpose of text analysis. 

5) Lemmatization: After removing stop words, we then 
perform lemmatization on the tokens. Lemmatization is 
quite similar to stemming, however it is more intelligent 
in terms of reducing the word by removing suffixes, 
prefixes, infixes and circumfixes. After lemmatising we 
then re-transform the tokens into sentences for the 
purpose of vectorising by TF- IDF and Count 
vectoriser. 

D. Vectorization 

In order for the machine to understand and comprehend 
text, it’s extremely important to vectorize the preprocessed 
text into numbers. This is done by using two methods namely 
TF IDF and count vectoriser. 
1) TF IDF (Term frequency-inverse document frequency): 

TF IDF weight is an important concept generally used in 
information recovery and is an important statistical tool 
to signify, evaluate and rank the importance and 
relevance of a particular word in a document. This tool 
comprises two terms: Term frequency (TF) which 
records the occurrence of a particular word in a 
document divided by the total word count whereas IDF 
determines the significance of a word. 

2) Count Vectorizer: This vectorizer breaks down a text 
into a vocabulary of words. It then returns an encoded 
form of a vector along with the length of the vocabulary 
and the count of occurrence for each word. 

E. Classification 

Once the text has been preprocessed and vectorised, we 
then train different classifiers to predict the nature and 
seriousness of the mental health related problem and choose 
a model that works best for our use case. Thus we will be 
training our data on the following algorithms: 
1) Naïve Bayes: Probabilistic classifiers such as Naïve 

Bayes which is based on the Bayes’ theorem. It’s a 
simple yet extremely efficient and popular method used 
for natural language processing (NLP) applications. 

2) Support-Vector Machines (SVMs): Models based on 
supervised learning such as support-vector machines 
(SVMs) which is widely implemented for textual 
analysis and classification based problems. 

3) Logistic Regression: Logistic Regression which is 
another widely implemented supervised learning 
algorithm which classifies and makes predictions on 
probabilities of dependent variables. 

F. Model Evaluation 

Once we have preprocessed, vectorised and trained our 
model with classification algorithms, we test and evaluate 
the model and its performance in order to see which 
classification algorithm works best for our problem statement. 
In order to do this we make use of the following methods 
such as classification report which summarises the accuracy, 
precision, recall and F1  score  for  every  algorithm  which 
is calculated using true and false positives, true and false 
negatives.  
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The former is then represented pictorially with the help of 
a confusion matrix. Furthermore the AUC ( area under the 
curve) is also calculated which is an important metric while 
dealing with classification problems. 

 
Fig. 5. Word cloud visualization for anger, depression, 

trauma and parenting 

topic anger-management. 

 
Fig. 6. TF-IDF coefficients 

Figure 6 shows ten words with smallest and largest TF- 
IDF coefficients found for the logistic regression classifier. As 
seen from the figure words like love, relationship, counselor 
are given small coefficients which seem to belong to the 
responses labeled as class  0  that  is  the  class  considered 
as the after effects of prolonged depression and words like 
depression, depressed, anxiety are given large coefficients 
which seem to belong to the responses labeled as class 1 
which is the class considered as the early stage of depression. 

G. Model Performance and Analysis 

Table- I: TF-IDF Vectorizer Results 

 

IV. RESULTS 

A. Textual Analysis 
 

We used word clouds to visualize the transcripts data and 
see which words are significantly used in topics like 
depression, trauma, anxiety etc. As seen from Figure 5 , 
bolder and bigger words that appear in the word cloud are 

more significant to that topic. Thus words like depressed, 
anxiety, sad are used more often in the responses for the 
topic Precison Recall f1 AUC Accuracy Score Score 
depression. Similarly, words like anger, angry, violent have 
been used significantly in the responses classified under the 
We compared three models  based  on  precision,  recall, f1 
score, AUC score and accuracy and used two different 
vectorizers for these three models.  As seen from the Table  I 
, when TF-IDF vectorizer was used with the three models, 
SVC gave best results with accuracy of 0.87 and AUC score 
of 0.84. But for all the three models precision was slightly 
higher than recall which shows that all the three models 
missed a lot of positive labeled classes but there were also 
very few false positives meaning whichever positives were 
detected most of them actually belonged to the positive class. 

Table- II: Count Vectorizer Results 

 

Table- III: Confusion Matrix Interpretation 

 
 

With TF-IDF vectorizer correctly classifies positive and 
negative classes and the number of false positives and false 
negatives are very less. So using these values precision and 
recall will be calculated and since true positives and true 
negatives are high and false positives and false negatives are 
less, it is expected that these two classifiers will have high 
precision and recall values which can be observed from 
Table I and Table II . For count vectorizer, Multinomial 
Naive Bayes gives best results with AUC score of 0.88 and 
accuracy 0.90. Also, for logistic regression precision is 
slightly higher than recall and for Multinomial Naive Bayes 
and Support vector classifiers both precision and recall are 
high. Hence, except logistic regression, the other two 
classifiers classify almost all the positive labeled classes 
correctly. Overall, Multinomial Naive Bayes with count 
vectorizer gives best results as it gives high precision and 
recall and has the highest AUC score and accuracy. 
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Fig. 7. Confusion Matrix 

From the Table III , it is observed that Support Vector 
Classifier with count vectorizer and Multinomial Naive 
Bayes 

V. CONCLUSION 

In this paper, we studied and analyzed transcripts 
thereby classifying it under early signs of depression or 
serious after- effects of prolonged depression based on the 
nature of the patient’s response. We performed an 
elaborate study on natural language processing methods 
for transcript analysis and machine learning algorithms in 
the field of mental health and obtained satisfactory results 
with an accuracy of 90%.   It was observed that 
multinomial Naïve Bayes with count vectorizer 
outperformed logistic regression, support vector machines 
based on accuracy, F1 score, precision, and AUC score. 
We also observed that lemmatization yielded better results 
in comparison to stemming for transcript analysis. The 
insights that were generated from the dataset were 
visualized with the help of word clouds and graphs. The 
word cloud represented some of the most common and 
frequent words that were common to specific mental health-
related topics and issues such as trauma, depression, 
anxiety, etc. This in turn helped us gain a better 
understanding of the mental health- related issues and the 
way they are communicated. 

FUTURE SCOPE 

Future work could involve diagnosis and classification 
along with suggestions for treatment that could be 
recommended based on the transcripts of counseling 
sessions. The creation of such a platform by leveraging the 
use of technology and natural processing techniques would 
help treat mental health issues and create awareness about 
the same. Such a platform would not only help in 

identifying mental health issues at an early stage but also 
reduce the cost. Owing to the current COVID 19 
pandemic, there is a lot of uncertainty which makes it all 
the more important to address mental health.  Such 
research could pave the way  for improving counseling and 
therapy sessions and be an important analysis tool for 
therapists. 
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