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ARCHIVER Project

Focus: Archiving and Data Preservation Services using cloud services available via the European Open Science Cloud (EOSC)

Procurement R&D budget: 3.4M euro; Total Budget: 4.8M
Starting Date: 1°* of January 2019

Duration: 42 Months

Coordinator: CERN (Lead Procurer)
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R&D - Use Cases
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Layer 4

High level services: visual representation of data (domain
Advanced specific), reproducibility of scientific analyses, etc.

services

Layer 3 User services: search, discover, share, indexing, data

Baseline user services removal, etc. Access under Federated IAM

OAIS conformant services: data readability formats,
Layer 2 normalization, obsolesce monitoring, files fixity,
authenticity checks, etc. ISO 14721/16363, 26324 and

Preservation
related standards

Data integrity/security; cloud/hybrid deployment

Layer 1 Data volume in the PB range; high, sustained ingest data
Storage/Basic Archiving/Secu re rates in Gb/s. ISO certification: 27000, 27040, 19086 and
related standards. Archives connected to the GEANT
network

PIC 2 — Mix File Storage

EMBL 2 — Cloud Caching

PIC 1 — Large File Storage
PIC 3 — Data Distribution
DESY 1 - Individual Scientist
DESY 2 — Petra Ill Experiment
DESY 3 — EUXFEL Experiment

EMBL 1 - FIRE

backup

< CERN 3 — CERN Digital Memory

<CERN 1 — The BaBar Experiment
< CERN 2 — CERN Open Data

Scientific use cases deployments documented at: https.//www.archiver-project.eu/deployment-scenarios

ARCHIVER “current state of the art” report in the context of the EOSC: https.//doi.org/10.56281/zenodo.3618215



https://www.archiver-project.eu/deployment-scenarios
https://doi.org/10.5281/zenodo.3618215
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Project Timeline

R&D Competitive Execution

o 2 consortia out of 3 to be selected Project Ends
Project Kick-off (30 June 2022)
Geneva
(07 Feb 2019)
Led by PIC Led by EMBL-EBI Led by DESY
B R&D Bids .
Open Market : Design Phase Prototype Phase Pilot Phase
- Consultation Evaluatlpn & 4 Months Call Off 9 Months e 7 Months
Selection
| | | ——t— | | | >
Janlllary I 08 Jlune 09 IOcl 07 Dec  January 28 August 8 November January 31 May
2019 January 2020 2020 2020 2021 2021 2021 2022 2022
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Prototype Phase Selected Consortia

arkivum

Bringing archived data to life
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Selected Consortia: Arkivum
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Prototype architecture of the Arkivum consortium (image courtesy of the Arkivum consortium)
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Selected Consortia: Libnova

® Prototype based on proprietary LibSAFE
Saa$s

® Using infrastructure provided by AWS
and Voxility

e All capabilities in the Ul available via API

® Active monitoring to control data loss

® A:Software components running inside
Kubernetes containers. Adjustable
number of containers based on service

demand to ensure full scalability

e B: Auxiliary services
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Prototype architecture of the Libnova consortium (image courtesy of the Libnova consortium)
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Selected Consortia: T-Systems
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Prototype architecture of the T-Systems consortium (image courtesy of the T-Systems consortium)
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Testing during prototype phase

The phase’s main activity was to test the 3
proposed prototype platforms

Buyers Group Organisations (BG
EMBL C:QA 2% e )
CERN on-premise \ Public cloud \
2 p — -
. . 4 Jenkins %ﬂ %ﬂ %J %ﬂ
e Following an Agile methodology, the BG e
. . Lo ¥ Terrafor Technical Representatives BG
carried out testlng activities of all the A Access to JIRA and Jenkins of all prototype tests and results
platforms: J TEST SUITE
-t (=
2 o  Functionalities and capabilities O e
lGitHub
o Networking - perfSONAR
Contractors
’ O Federated IAM Access to JIRA limited to their prototype tests and results Docker Hub
AN
5 o On-prem deployment ./ %’g %‘g %ﬁ ‘%’g
o Initial exploration of FAIRness - F-UJI * *
. £3 RCHVZR £2 RCHIVZR
‘ o  High Volumes (hundreds of TB) ——

£RCHVR
PROTOTYPE 2

PROTOTYPE 3

Continuous Testing Environment for ARCHIVER's testing activities
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Conclusions

e Pilot phase to start in November: 2 consortia to be selected from the

current 3
s e The R&D challenge of digital archiving goes beyond data storage: keep Fodarmind Dats
intellectual control of data and associated products for decades, make Cose
research outputs reusable Core
e Extending FAIR to research associated products: software, workflows,
services and even infrastructures
® ARCHIVER is acting as a template to commoditise archiving and F. A R
. . . indable ccessible Interoperable eusable
preservation in research domains o) PSS
o
/7 aw

® ARCHIVER is promoting a sustainable model with services that will exist
beyond the project lifetime in the context of the EOSC
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Thank you! Questions?

/@\ info@archiver-project.eu

@ https://www.archiver-project.eu/

y https://twitter.com/ArchiverProject

m https://www.linkedin.com/company/archiver-project/

° https://www.youtube.com/channel/UCCBIyLpUt-hWmQatqdlhlzw



https://www.archiver-project.eu/
https://twitter.com/ArchiverProject
https://www.linkedin.com/company/archiver-project/
https://www.youtube.com/channel/UCCBIyLpUt-hWmQatqdIhIzw
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Backup Slide - Progress Beyond the state of the art
, Scientific Data Repositories before % NQCHI\Q{;;{R
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— PB scale demonstration of scientific data

—== Growing data volumes

repositories
: Basic bit preservation capabilities — European S:;i : r::)a‘lt‘lic;irs Ll gitey
Most of research data not published I  gest practices: FAIR, TRUST, DPC RAM
Technology lock-ins concerns (tape), — Promote FOSS, open standards &

Business Continuity plans needed (COVID-19) demonstrate exit strategies

Fragmentation across scientific disciplines & — Pan-European: resulting services to be
countries available in the EOSC portfolio

Cost underestimation at the planning phase — Cost model adapted to public research

ARCHIVER *“current state of the art” report: htips.//doi.org/10.5281/zenodo.3618215



https://doi.org/10.5281/zenodo.3618215

B ARCHIVZR

Backup Slide - R&D Execution

ARCHIVER is following an implementation on three phases with multiple competing consortia:

® Phase 1 - Solution Design
o The 5 selected consortia develop designs including architecture and technical components
o The activity during this phase has produced the results to be taken into account in the selection process
that allows a consortium to proceed to the subsequent project phase

® Phase 2 - Prototype Development
o The 3 selected consortia from the Design Phase are building prototypes based on the designed solutions
o Make them available to the buyers group for testing purposes

® Phase 3 - Pilot Deployment
o The 2 selected consortia will deploy expanded prototype services
o These services will potentially be exposed to end-users and early adopters, to determine if they are suitable
for their needs




