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 
Abstract: In this paper, a special type of ordering for k - regular 

Interval Valued Fuzzy Matrix (IVFM) is introduced as a 
generalization of the minus partial ordering for regular fuzzy 
matrices. A set of equivalent conditions for a pair of k – regular 
IVFM to be under this ordering are obtained. We exhibit that this 
ordering is preserved under similarity relation. 

Keywords : Fuzzy Matrix, k-regular IVFM, minus ordering, 
k-ordering.  

I. INTRODUCTION 

     A fuzzy matrix  is a matrix  over the  fuzzy  algebra            F 
=[0, 1] under the fuzzy operations formulated by zadeh in 
1965[7]. Several authors presented a number of results 
on fuzzy matrices. In 1977, thomson [6] studied the behavior 
of powers of fuzzy matrices using max-min composition. 
Kim and Roush have developed a theory for fuzzy matrices 
analogous to that for Boolean Matrices [1]. The complexity of 
problems in economics, engineering, environmental sciences 
and social sciences which cannot be solved by the well known 
methods of classical mathematics pose a great difficulty in 
today’s practical world. To handle this type situation like, in 

the case of fuzzy mathematics, since the seminal paper by 
zadeh first appeared the number of researchers who are 
devoted to investigating both the theoretical and practical 
application of fuzzy sets has increased daily. This traditional 
fuzzy set is sometimes it may be very difficult to assign the 
membership value for fuzzy sets. Here, we deal with fuzzy 
matrices that is, matrices over the fuzzy algebra f with support 
[0,1] and fuzzy operations        {+ , . } defined as a+b = max{a 
,b }, a . B = min {a,b}for all a , b F. Let F m,n be the set of all 
mxn fuzzy matrices over F. Recently the concept of IVFM a 
generalization of fuzzy matrix was introduced and developed 
by Shyamal and Pal [5]. Meenakshi and Kaliraja have 
represented an IVFM as an interval matrix of its lower and 
upper limit fuzzy matrices[3]. In [4], Meenakshi and 
Poongodi have introduced the concept of k –regular interval 
valued fuzzy matrix and discussed about inverses associated 
with a k –regular interval valued fuzzy matrix as a 
generalization of results on regular fuzzy matrix developed in 
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[2].A matrix A ₣ n,  the set of all nxn fuzzy matrices is said to 
be right(left) k- regular if there exists X (Y)   Fn ,  such that 
Ak X A = Ak (AYAk = Ak), X(Y) is called a right (left) k-g 
inverse of A, where k is a positive integer. By a k- regular 
matrix, we mean that it is either right or left k- regular. In this 
paper, we introduce a special type of   ordering for k-regular 
fuzzy matrices as a generalization of the minus ordering 
studied in [2] for regular fuzzy matrices. 

II. PRELIMINARIES 

           In this section, some basic definitions and results 
needed are given. Let (IVFM)n denotes the set of all nxn 
Interval Valued Fuzzy Matrices. 
Definition 2.1 
          An Interval Valued Fuzzy Matrix (IVFM) of order 
mxn is defined as A=(aij)mxn, where aij = [aijL, aijU], the ijth 
element of A is an interval representing  the membership 
value. All the elements of an IVFM are intervals and all the 
intervals are the subintervals of the interval [0,1]. 
          For A =(aij) = ( [aijL, aijU]) and B = (bij) =  ( [bijL, bijU]) of 
order mxn their sum denoted as  A+B defined as , 
A + B = (aij + bij) = ([(aijL + bijL), (aijU + bijU)])                     ...(2.1) 
         For A = (aij)mxn and B =(bij)nxp their product denoted as 
AB is defined as, 
                                          n 
                 AB = (cij) =     Σ aik bkj                       i=1, 2, …, m    
                                      k=1          and   j=1, 2, …, p   ….(2.2) 
                                          
      In particular if aijL = aijU and bijL = bijU then (2.2) reduces 
to the standard max. min composition of Fuzzy Matrices [1]. 
        A ≤ B if and only if aijL ≤ bijL and aijU ≤ bijU     
Definition 2.2 
             For a pair of Fuzzy Matrices E = (eij) and F=(fij) in ₣ 

m,n  such that E ≤ F, let us define the interval matrix denoted 
as [E, F], whose ijth entry is the interval with lower limit eij 
and upper limit fij, that is ([eij,fij]). In particular for E = F, 
IVFM [E,E] reduces to E  ₣ m,n  . 
       For A = (aij) = ([aijL, aijU])  (IVFM)mn, let us define AL = 
(aijL) and AU = (aijU). 
Lemma 2.3 

      For A = [AL, AU]  (IVFM)mn and B = [BL, BU]  
(IVFM)np, the following hold. 
(i) AT = [AL

T, AU
T] 

(ii) AB = [ALBL, AUBU] 
Lemma 2.4 

       For A, B  (IVFM)mn 
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         (i) R(B) R(A)  B = XA for some X  (IVFM)m 

        (ii) C(B) C(A)  B = AY for some Y  (IVFM)n 
Lemma 2.5 

      For A  (IVFM)mn   and  B  (IVFM)np, the following 
hold. 

(i) R(AB)  R(A) 

(ii) C(AB)  C(B) 
Lemma 2.6 
       Let A = [AL, AU] be an (IVFM)mn 

Then, (i) R (A) = [R(AL), R(AU)] (IVFM)1n 

    (ii) C(A) = [C(AL), C(AU)]  (IVFM)1m 
Definition 2.7    

                For A Fn,  B Fn ; the ordering denoted as A  ≤  B 

is defined as 

                       A  ≤ B         AX= BX  for some X A{1}  

            and       YA = YB   for some YA{1}. 
Theorem 2.8 

                   Let A = [AL, AU](IVFM)n and k be a positive 
integer, then  

(i) XL(AL){1 }  XL
T
 (AL)T{1 } 

(ii) XU(AU) {1 }  XU
T
 (AU)T{1 } 

III. ORDERINGS ON  K – REGULAR IVFM.  

        In this section, we define a special type of ordering 
involving k-g inverses and call it as k–ordering for k-regular 
Interval valued fuzzy matrices. Some basic properties on a 
pair of  k–regular IVFM under this ordering are discussed.  
Definition 3.1 

A matrix A  (IVFM)n   is said to be right  k – regular if there 
exist a matrix X  (IVFM)n , such that Ak X A = Ak , for 
some positive integer k. X is called a right k – g inverse of A. 
Let A r{1k}  = { X /  Ak X A = Ak }. 
Definition 3.2 

A matrix A  (IVFM)n   is said to be left  k – regular if there 
exist a matrix Y  (IVFM)n , such that A Y Ak = Ak , for 
some positive integer k. Y is called a left  k – g inverse of A. 
Let A ℓ{1k}  = { Y /  A Y Ak = Ak }. 
In general, right k – regular IVFM is different from left k – 
regular IVFM. Hence a right k – g inverse need not be a left 
k – g inverse. 
Definition 3.3    

For A (IVFM)n
(k),  B  (IVFM)n ; the ordering denoted as A  

  B is defined as 

A   B         Ak X= Bk X  for some X A{1 }  

and                YAk = YBk   for some YA{1 }. 

     In particular for k =1, Definition (3.3) reduces to 
Definition (2.7), that is minus ordering on regular fuzzy 
matrices. If X is a g-inverse of Ak, then by Definition (3.3) 

and Definition (2.7) we have A B  Ak   Bk. However, 

in general if X A{1 }, then X need not   be a g – inverse of 

Ak. This is illustrated in the following example.  
Example 3.4 
  Let A =   [0.3, 0.5]   [0.7, 1]    .  
                        [0.5, 1]      [0, 0]    
 
      For this A,   
                    A2 =    [0.5, 0.7]     [0.3, 0.5]                                             
                                [0.3, 0.5]     [0.5, 1] 
 
 
For X =   [0.3, 1]        [0.7, 0.9] 
               [0.5, 0.8]      [0,  0]         ,   A2XA = A2.  
 

Hence  X A{1 } and A is 2 – regular,  

 
but A2XA2  =  [0.3, 0.3]    [0.5, 0.5]     ≠ A

2,  
                       [0.5, 0.5]    [0.3, 0.5]   
     
Therefore X is not in A 2{1}. Thus X is a 2-g- inverse of A 
but X is not a g – inverse for A2. 
Lemma 3.5 

 For A (IVFM)n
(k) and  B  (IVFM)n ; the following are 

equivalent.  

(i) A  B  

     (ii)        Ak = Bk X A  = AYBk    for some X, Y A{1k} 

Proof: (i)  (ii)  

      A   B         Ak X  = Bk X     for some X A{1 } 

         and     Y Ak  = YBk      for some YA{1 } 

Now,  

  Ak = (AkX) A =  Bk X A     for some X  A{1 }  

   Ak = A (YAk) = AY Bk       for some Y  A{1 } 

   Ak =  Bk X A  = AY Bk        for some X, Y A {1k}    
Thus (ii) holds.  

 (ii)  (i)  

  Let Z = XAX    for  X  A{1 } 

 AkZA = Ak (XAX) A = (AkX A) XA = Ak X A = Ak 

   Z  A{1 } 

Similarly, AZAk = Ak for Z = YAY  for Y  A{1 } 

   Z  A{1 } 

Thus, for X A{1k}, Z = XAX  A{1 } when X A{1 } and  

Z = XAX A{1 } when X A{1 }.   

Now,     AkZ     = Ak (XAX) = (Ak XA)X  
                           = Ak X  = (Bk XA) X = Bk (XAX) = BkZ  
Hence        AkZ = BkZ    for some 

Z  A{1 }. 
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Similarly,  ZAk = ZBk    for some Z  A{1 }. 

Therefore  A   B.  Thus (i) holds. 

Hence the theorem.  
Corollary 3.6 

 For A Fn
(k) and  B  Fn ; the following are equivalent.  

(i) A   B  

     

     (ii)        Ak = Bk X A  = AYBk    for some X, Y A {1k} 
Lemma 3.7 

 For A, B(IVFM)n
(k)  

(i) If B is  right k-regular and R(Ak)  R(Bk) then Ak = 
AkB-B for each right k-g inverse B- of B.  
(ii) If B is  left k-regular and C(Ak)  C(Bk) then Ak = BB-Ak 
for each left k-g inverse B- of B.  
Proof:  

(i) R(Ak)  R(Bk)  Ak  = XBk                     ( By Lemma (2.4)) 

             = XBkB-B                 for each B-
 B{1 }.  

                    = AkB-B 
 Thus (i) holds. 

(ii) C(Ak)  C(Bk)  Ak = BkY                       ( By Lemma (2.4)) 

             = BB-BkY                          for each B-
 B{1 }.  

             = BB-Ak  
  Thus (ii) holds. 
Corollary 3.8 

For A, B Fn
(k)  

(i) If B is  right k-regular and R(Ak)  R(Bk) then Ak = AkB-B 
for each right k-g inverse B- of B.  

(ii) If B is  left k-regular and C(Ak)  C(Bk) then Ak = BB-Ak 
for each left k-g inverse B- of B.  
Theorem 3.9 

            For A,B(IVFM)n
(k) , if A  B then R(Ak)  R(Bk), 

C(Ak)  C(Bk) and    AkX B = Ak = BYAk for each X  B{1 } 

and for each Y B{1 }.  

Proof: 

  A  B      Ak = AY Bk  =  Bk X A     ( By Lemma (3.5)) 

      Ak = VBk = Bk U,   where V = AY and U = XA 

      R(Ak)  R(Bk) and C(Ak)  C(Bk)  ( By Lemma (2.4)) 

AkXB = Ak =  BYAk  for each XB{1 } and for each 

YB{1 }  (By Lemma 3.7) 

Corollary 3.10 

             For A,B Fn
(k), if A B then R(Ak)  R(Bk), C(Ak)  

C(Bk) and AkX B = Ak = BYAk for each X  B{1 } and for 

each Y  B{1 }.  

Theorem 3.11 

 For A,B(IVFM)n
(k) , the following hold. 

(i)   A   A 

(ii)  A   B  and B   A   then Ak =  Bk 

(iii) A  B  and  B   C  then  A   C 

Proof : 

(i)   A  A is trivial. 

(ii) A  B    Ak = Bk XA    for X  A{1 }  ( By Lemma 3.5) 

      B   A    Bk = BY Ak     f or Y A{1 }   ( By Lemma 3.5) 

Now,   Ak = Bk XA = (BYAk)XA = BY(Ak XA) = BYAk  = Bk

  

Hence, A  B   and  B   A     Ak = Bk 

(iii) A  B     Ak = Ak B-B= BB-Ak    (By Theorem (3.7) and 

Lemma (3.5)(i)) 

       B  A     Bk = Ck B-B= BB-Ck  (By Theorem (3.5) and 

Lemma (3.7)(i)) 

Let Z = B-BX for B- B{1 } and X  A{1 }  

Then,  Ak ZA = (AkB-B)XA = Ak XA = Ak  

Therefore, Z  A{1 }  

If  Z = YBB- for B- B{1 } and Y A{1 } then it follows 

that AZAk = Ak 

Therefore, Z  A{1 }. 

Since A  B  and B   C, applying Theorem (5.2.7), we have 

                 Ak Z =Ak (B-BX) 
                         =( Ak B-B)X 
    =  Ak X                                         (By Theorem (3.7)) 
    =  Bk X 
    =  (Ck B-B)X                                  ( By Lemma (3.5)) 
    =  (BB- Bk)x 
    =  Ck (B-B X) 

    = Ck Z           for some Z A{1 }. 

and  ZAk = Z Ck  for some Z  A{1 } can be proved in a 

similar manner. 

Hence, Z A{1k} with Ak Z = Ck Z  and   ZAk = Z Ck. 

Therefore A  C. 

Corollary 3.12 

For A,BFn
(k) , the following hold. 

(i)   A   A 

(ii)  A  B  and B  A   then Ak =  Bk 
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(ii) A  B  and  B  C  then  A  C 

IV. PROPERTIES OF K – ORDERING ON 

K-REGULAR IVFM. 

Proposition 4.1 

 For A,B(IVFM) n
(k) , A  B 

 AT BT  

Proof.  

A  B   
    Ak A- = Bk A-     for some A-  A{1 } 

           and   A-Ak  = A- Bk     for some A-  A{1 } 

By Lemma (2.8),  A-
 A{1 }  (A-)T

 A{1 }. 

             AkA-   = Bk A-  

    (Ak A-) T = (Bk A-) T 

    (A-) T (Ak) T = (A-) T (Bk) T 

    (AT) - (Ak) T = (AT) - (Bk) T 

Thus,        Ak A- = Bk A-       (AT) - (Ak) T = (AT) - (Bk )T 

Similarly, A- Ak = A- Bk         (Ak) T (AT) - =  (Bk )T (AT) - 

Hence A  B 
 AT  BT   

Corollary 4.2 

For A,B Fn
(k) , A  B 

 AT  BT  

Proposition 4.3 

For A,B(IVFM) n
(k) , A  B  PAPT      PBPT for some 

permutation matrix P. 
Proof: 
Since A is k- regular, it can be verified that PAPT is  k- regular 
and PA- PT is a k-g inverse of PAPT for each k-g inverse A- of 
A. 
Now,    (PAPT ) - (PAPT)k   = PA- PT PAkPT 
          = PA- (PT P) AkPT 
          = P(A- Ak )PT 

          = P(A- Bk )PT 

          = (PA-PT )(PBk PT)  
          = (PAPT ) - (PBPT)k       
Hence       (PAPT ) - (PAPT)k   = (PAPT ) - (PBPT)k     
Similarly  (PAPT)k (PAPT ) -     = (PBPT)k  (PAPT ) - 

Hence (PAPT)  (PBPT) 

Conversely, if (PAPT)   (PBPT), then by the preceding part, 

A = PT(PAPT)P   PT(PBPT)P = B 

Thus A  B. 

Corollary 4.4 

For A,B Fn
(k) , A  B  PAPT   PBPT for some 

permutation matrix P. 
Proposition 4.5 

For A,B(IVFM)n
(k) , if A  B with Bk is idempotent, then Ak 

is idempotent. 

Proof: Since A  B, By Lemma (3.5) 

           A2k = Ak Ak 
           = (AYBk) (BkXA)  
            = AY (B 2k ) XA = (AYBk)XA= Ak X A= Ak 
Corollary 4.6 

For A,BFn
(k) , if A  B with Bk is idempotent, then Ak is 

idempotent. 
 
Remark 4.7 

In the above Proposition (4.5), if A  B with A idempotent 

then B need not be idempotent. This is illustrated in the 
following. 
Example 4.8                                
       Consider A  =   [0.5, 1]       [0.5, 1]                                                     
                                [0.5, 1]      [0.5, 1]                                                    
 
and    B =    [0, 0]         [0.5, 1] 
                   [0.5, 1]       [0, 0]   
 
For this B, B2 =   [0.5, 1]    [0,   0] 
                           [0,    0]    [0.5, 1]    

Here A2= A  and  for A-=A,  A  B,  but B is not idempotent. 

Since B2 ≠ B. 
Proposition 4.9 

For A,B(IVFM) n
(k) , if A  B then Bk = 0 implies Ak = 0. 

Proof: 

Since A  B     Ak  = AYBk            (By Lemma (3.5)) 

                                    = 0     
Corollary 4.10 

For A,BF n
(k) , if A  B then Bk = 0 implies Ak = 0. 

V. CONCLUSION 

      Ordering principles are crucial for categorizing and 
ranking real world problems. This article provides a special 
type of ordering named k- ordering which has wide 
application in fuzzy matrices. This paper is an extension of 
minus ordering in fuzzy matrices to k-regular fuzzy matrices. 
So there is a scope to investigate this k-ordering for 
intuitionistic fuzzy matrices as well as fuzzy soft matrices 
also.   
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