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 
Abstract: Electroencephalogram (EEG) is one of the most 

commonly used tools for epilepsy detection. In this paper we have 
presented two methods for the diagnosis of epilepsy using machine 
learning techniques. EEG waveforms have five different kinds of 
frequency bands. Out of which only two namely theta and gamma 
bands carry epileptic seizure information. Our model determines 
the statistical features like mean, variance, maximum, minimum, 
kurtosis, and skewness from the raw data set. This reduces the 
mathematical complexities and time consumption of the feature 
extraction method. It then uses a Logistic regression model and 
decision tree model to classify whether a person is epileptic or not. 
After the implementation of the machine learning models, 
parameters like accuracy, sensitivity, and recall have been found. 
The results for the same are analyzed in detail in this paper. 
Epileptic seizures cause severe damage to the brain which affects 
the health of a person. Our key objective from this paper is to help 
in the early prediction and detection of epilepsy so that preventive 
interventions can be provided and precautionary measures are 
taken to prevent the patient from suffering any severe damage 

Keywords : Epilepsy, EEG, Decision Tree model, Logistic 
regression, seizures.  

I. INTRODUCTION 

Epilepsy is a neurological illness in which the activity of 

the nerve cells is affected in the brain, causing seizures, 
sensations, periods of unusual behavior and at times loss of 
awareness[23]. For the diagnosis of epilepsy, the minimum 
requirement is at least two unprovoked seizures. The 
symptoms for these seizures vary from person to person 
(which include staring blankly for a period of time or 
twitching of arms and legs). According to the International 
League against Epilepsy (ILAE), Epilepsy is a "chronic 
condition of the brain characterized by an enduring 
predisposition to generate epileptic seizures, by the 
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neurobiological, cognitive, psychological, and social 
consequences of this condition"(Fisher et al., 2014) 
[15].Around 50 million people suffer from Epilepsy.It is one 
of the most common brain disorders, can occur at all ages, 
and have many possible presentations and causes. Although 
incidence in childhood has fallen over the past three decades 
in developed countries, this disease is matched by an increase 
in elderly people[20].As per a study conducted by Ngugi AK 
et al., Epilepsy is more common in underdeveloped countries 
than in developed countries[17]. This is because there are low 
standards of hygiene and nutrition, the prenatal care is poor 
and there is a higher risk associated with brain injuries, 
endemic conditions, and other infections related to 
thecerebral activities[21]. People diagnosed with Epilepsy 
often stop having seizures within a few years of diagnosis. 
This condition is known as spontaneous remission[16]. Even 
for those whose seizures have ceased to occur, the recurrence 
of seizures and their severity can be reduced with the help of 
therapy. Mortality rates of people diagnosed with epilepsy is 
higher than those who do not have epilepsy. Sudden 
Unexpected Death in Epilepsy (SUDEP) is a concerning 
problem. Although the main reason for this is not known, 
SUDEP occurs either after an encounter of a seizure or during 
the episode of an encounter. 
The possible factors include: 
1. Breathing:  

A person who experiences a seizure may have trouble 
breathing (pauses during breathing - apnea). There can be a 
tremendous amount of reduction in the intake of oxygen 
which can lead to a life-threatening situation. During a 
convulsive seizure, there can be obstructions that lead to 
suffocation. 
2. Heart Failure/Heart Rhythm: 

In rare cases, the heart rhythm is affected, this condition is 
also known as cardiac arrhythmia and sometimes it leads to 
heart failures. A combination of the above-mentioned factors 
can also lead to SUDEP. SUDEP is more likely to occur in 
people who have seizures while they are asleep [18], or those 
who experience frequent convulsive seizures, or those who 
have intellectual disabilities [19] and those who experience 
symptomatic epilepsy. 
EEG (electroencephalogram) is a device used to detect brain 
waves. It records the electrical impulses of the brain. 
Continuous changes in brain activity are monitored using the 
EEG for a short period of time. EEG waveforms amplitude 
ranges from 10V to 100V and frequency in the range of 1 Hz 
to about 100 Hz.  
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EEG frequency pattern as follows: beta (above 13 Hz), alpha 
(7-13 Hz), theta (4-7 Hz) and delta (0.5-4 
Hz)[25].Traditionally neurologists would read the EEG 
reading visually and identify any abnormalities in the 
waveform. However, this method may sometimes result as 
inaccurate and erroneous.  This happens because there are no 
fixed criteria based on which they detect the seizures or 
abnormalities. Moreover, such human error can result in 
serious issues of diagnosis of the disease which can at times 
be fatal. Thus, researches are going on to automate these 
diagnoses through upcoming techniques. 

II. RELATED WORK 

There are four different states of epileptic seizures. The 
preictal state appears before the seizure begins, the ictal state 
begins with the onset of the seizure and ends with an attack, 
the postictal state that starts after the ictal state. Interictal state 
starts after the postictal state of 1st seizure and ends before 
the start of the preictal state of consecutive seizure. By 
detecting the beginning of the preictal state can help predict 
seizures.[9]. 
Usman et al.[9] have predicted epileptic seizure by detecting 
the initial stage of the preictal state. They used the CHB-MIT 
dataset that was recorded by placing electrodes on the scalp 
of subjects to predict epileptic seizures. Empirical mode 
decomposition was used in this paper. In empirical mode 
decomposition (EMD)[14], a time-domain signal is broken 
into several oscillatory functions known as Intrinsic Mode 
Functions (IMFs). This process of decomposition of a signal 
into multiple IMFs while remaining in the time domain is 
comparable with wavelet decomposition and Fourier 
transform. EMD is a very useful process for analyzing signals 
that are non-stationary and not linear. After applying the 
proposed model on the dataset, on an average, they have 
predicted the duration of epileptic seizures to be 23.48 
minutes. 
J. Yooet al., in [12] have used machine learning for the early 
detection of epileptic seizures by monitoring the ictal patterns 
collected from the EEG waveforms collected from the 
hospital. According to them the traditional support vector 
machines (SVM)has better accuracy in prediction than deep 
learning. They have compared three types of hardware 
namely Linear SVM, nonlinear SVM, and dual detector 
Architecture. The LSVM is the most effective among the 
three with acceptable sensitivity of 87% however when 
focused on increasing the sensitivity the false positives 
increases. Hence to maximize the sensitivity, they used 
NL-SVM however it requires a lot of data training set and has 
more computational complexity. Thus they used two LSVM, 
one is trained for high sensitivity while the other is trained for 
high specificity. This system also helps to reduce the cost of 
the hardware. 
A. Kumar et al.,in[1],have used wavelet transformation and 
SVM for the classification and the diagnosis of epilepsy. 
They use discrete wavelet transformation (DWT) to analyse 
the signal in time-frequency domain and to decompose the 
waves into alpha, beta, theta, gamma and delta waves from 
the signal. They then extract features like Energy, Variance, 
Zero Crossing Rate and Fractal Dimension. These features 
are used in SVM which for binary classification. In this case 
it is used to classify the test EEG signals into signalswhich 
have seizures and which do not. This improved memory 
efficient model showed 98% sensitivity as compared to the 

other works from the previously existing model. However the 
complexity of DWT for feature extraction can be time 
consuming. Moreover SVM does not perform well when the 
dataset has more noise, that is, target classes are overlapping. 
In paper [2], unlike the usual manual feature extraction, here 
the authors Zhou M, Tian C, Cao R, et al., have used a 
convoluted neural network (CNN) based model on EEG 
signals which in turn was used to detect the different stages in  
the epilepsy. The databases that were used are intracranial 
Freiburg and scalp CHB-MIT databases. The authors 
compared the time and frequency based performances in 
detection of epilepsy. They created a CNN with three layers. 
They trained and tested for each patient’s dataset. Three 

experiments were conducted which include  
i. preictal vs. interictal 
ii. ictal vs. interictal and 
iii. preictal vs. interictal  vs. ictal. 
In the  frequency domain : The average accuracies for 
Freiburg database for three experiments were  96.7%, 95.4% 
and 94.3% and the average accuracies for CHB-MIT 
database for the three experiments were 95.6%, 97.5% and 
93%. In the  time domain: The average accuracies for 
Freiburg database for three experiments were 91.1%, 83.8 
and 85.1% and the average accuracies for CHB-MIT 
database for the three experiments were 59.5%, 62.3% and 
47.9%. This showed that the performance of the frequency 
domain signals were better than that of the time domain 
signals. But it is time consuming process. Similarly, CNN has 
a problem of over fitting and it's mostly computationally 
expensive because it has to take a large database for training 
[13].In this paper we have used Machine Learning to detect 
epilepsy using EEG signals. First we have extracted 
statistical features from the EEG signals. These features can 
be used as an attributes for the Machine Learning algorithm. 
Two algorithms namely linear regression model and decision 
tree model are used to classify the detection of epilepsy. We 
have used these two models to compare the accuracy when 
statistical features in the time domain were estimated from 
raw dataset. In our proposed methodology we have achieved 
an accuracy of 87.5% and 85% for logistic regression and 
decision tree model respectively. From literature survey we 
have noted that decision tree algorithms have not been 
implemented so far for this application. This paper uses 
decision tree algorithms to get better and accurate results in 
the time domain itself. 

III. PROPOSED METHODOLOGY 

The proposed methodology has been carried out in five 
different steps as shown in Fig. 1 

 
Fig. 1. Block Diagram of proposed methodology 
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The steps are described below in detail, respectively. 

A. Collection of Raw Data 

Even though we have proposed a model to predict whether a 
person is Epileptic or not, acquiring EEG data through 
electrodes from the patients are out of the framework of our 
study. Hence, we have used an online data set available by 
Phys. Rev. E, 64, 061907 [3]. The EEG signal used has a 
sampling rate of 173.61 Hz. Set A is a data set is of a Healthy 
person, with 100 segments, each with 23.6 seconds 
observation duration. The EEG signal in set A is taken when 
the person’s eyes are in the open state. Set C is the data set for 

an Epileptic patient. Similar to the normal person data, this 
data also has a total of 100 segments. The duration of each 
segment is also 23.6 seconds. The recordings were taken 
from the hippocampal half-sphere when the person is in the 
Pre-Seizure state [4]. Each set of readings consist of 4096 
samples series in ASCII code [3]. 

B. Statistical feature extraction 

From the raw data the statistical features namely mean, 
variance, maximum and minimum magnitudes, skewness and 
kurtosis were extracted. These features explain how the data 
behaves on an average basis and how the data is spread from 
the central tendency. The Statistical features are computed 
using the equations 1 to 6. 
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Where E(x) indicates the mean of the data and   indicates 
the variance of the data. 

C. Training of dataset 

For selecting the best algorithm for our dataset, we 
implemented two different machine learning models. The 
data was split in the ratio of 1:4, where 80% was used for 
training and 20% was used for testing. 

D. Machine learning model implementation 

 Logistic Regression 
It is one of the machine learning algorithm used for binary 
classification and is used here to predict if a person is 
Epileptic or not. In our dataset, we took six different 
statistical features: mean, variance, maximum, minimum, 
skewness, kurtosis, and used them to predict the output as 0 
or 1, where 0 meant epileptic person whereas 1 meant healthy 
person. Since we have more than one independent variable; 
we have used multiple logistic regressions to predict the 
output. Multiple Logistic regressions can be represented by 
the following sigmoid equation to predict a value between 0 
and 1[22] 

   
 

                            
      (7) 

Here, y is the expected probability that the outcome is 
present,   through    are the distinct independent variables 

and    through    are the regression coefficients. The 
calculation of regression coefficients is done from the 
training dataset using Maximum-likelihood estimation. In 
this estimation, the product of all individual likelihood is 
taken and the value is noted. Then the plot of these points is 
shifted and the new individual likelihood of the points on the 
shifted graph is multiplied to obtain the new likelihood. This 
process is repeated until the maximum likelihood is achieved. 
The best coefficients would result in the output value to be 
close to 1 for the interested class and value close to 0 for the 
other class. 

 Decision Tree Model 
In this model, we have used the CART(Classification and 
Regression Tree)algorithm for binary classification. The 
input variables and split points on the variable are shown by 
each root node. The output variables values are stored in the 
leaf nodes, which is used for the predictions. To make 
predictions the model starts evaluating from the root node of 
the decision tree and is filtered through the tree. For this 
classification problem, we used the Gini Index function as the 
cost function to determine the most important feature, from 
where the split begins. The output predicted is then compared 
to the original values to find accuracy. If the count is not too 
large the splitting will not be accepted and the node is taken 
as a final leaf node. Once all the nodes become final leaf 
nodes then the training stops. This helps the computations to 
happen faster and in a more efficient way. 

E. Model Evaluation 

Extensive analysis has been performed to obtain parameters 
such as Accuracy, Precision, and Recall from the confusion 
matrix using equations 8 to 10. 
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TP = true positive (the epilepsy of a person is predicted 
correctly) 
TN = true negative(Healthy person is predicted correctly)  
FP = false positive(Epileptic person is wrongly predicted as 
healthy) 
FN = false negative (Healthy person is wrongly predicted as 
Epileptic) 

IV. RESULT AND DISCUSSION 

 

Fig. 2. EEG plot of a healthy person 
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Fig. 3. EEG plot of an Epileptic patient 

Table- I: Name of the Table that justify the values 

  Decision Tree Logistic Regression 

Accuracy 85%  87.5%  

Precision  89.5%  77.27% 

Recall  80.9%  100% 
 

 

Fig. 4.  Bar Graph representation of Performance matrix 

On the raw EEG data set the feature extraction was 
implemented. In this process the statistical features were 
extracted. The statistical features were given as an input to 
our machine learning models- Decision Tree and Logistic 
regression. In the logistic regression model the accuracy was 
observed to be 87.5% whereas in the decision tree model it 
was observed to be 85%. While estimating the precision 
values for both the models, it was noticed that the precision 
for the decision tree was 89.5% whereas for logistic 
regression it dropped down to 77.27%. We also calculated the 
recall value for both the cases and it was 80.9% for the 
decision tree and 100% for the logistic regression model. The 
recall value of logistic regression model is 100% 
whichimplies that out of the total relevant result(77.27%), 
100% were classified correctly. 

V. CONCLUSION 

In our paper, we have used the raw EEG signal and 
extracted statistical attributes to be sent as inputs in the 
machine learning model. The model computational time is 

less also better in terms of both precision and accuracy. In the 
future these models can be used to find the real time recorded 
EEG signals. In the logistic regression model, the accuracy 
was observed to be 87.5% whereas in the decision tree model 
it was observed to be 85%.From these values, we infer that 
the decision tree model gives better precision than the logistic 
regression model but its accuracy is slightly lesser than the 
latter. This model can be useful for the prediction of 
Epilepsy, which otherwise can cause extreme damage to the 
patients. 
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