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 
Abstract: In this paper we study the effect of nonlinear 

preprocessing techniques in the classification of 
electroencephalogram (EEG) signals. These methods are used for 
classifying the EEG signals captured from epileptic seizure 
activity and brain tumor category. For the first category, 
preprocessing is carried out using elliptical filters, and statistical 
features such as Shannon entropy, mean, standard deviation, 
skewness and band power. K-Nearest Neighbor (KNN) and 
Support Vector Machine (SVM) were used for the classification. 
For the brain tumor EEG signals, empirical mode decomposition 
is used as a pre-processing technique along with standard 
statistical features for the classification of normal and abnormal 
EEG signals. For epileptic signals we have achieved an average 
accuracy of 94% for a three-class classification and for brain 
tumor signals we have achieved a classification accuracy of 98% 
considering it as a two class problem.  
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I. INTRODUCTION 

Electroencephalography (EEG) is a noninvasive 

technique used to record the electrical signal generated due to 
neural interactions in the brain. Because of the noninvasive 
nature, EEG plays a prominent role in the diagnostics of 
various brain related disorders. EEG from scalp gives 
excellent temporal resolution which is a depiction of brain’s 

condition and its function. However the electrical signal 
obtained from the scalp undergoes heavy noise effects due to 
artifacts such as eye movement, muscle movement etc. 
inorder to over come the effects of these artifacts we perform 
pre processing of the signals. Several preprocessing methods 
are available to improve the signal to noise ratio of EEG 
signals [1]. However since a complex biological system like 
the brain, the underlying dynamics is nonlinear. The 
traditional filtering methods may not be enough to process 
and model as EEG signals are neither band-limited nor 
stationary [2],[3]. The basic goal of EEG analysis is to extract 
useful information from recordings. One cannot resort to a 
particular method of analysis owing to the complexity of the 
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system understudy. The standard protocol is to choose a 
method from a class of methods used for EEG analysis, 
depending upon the objective of the study. There is always a 
demand for improving the reliability and accuracy of 
methods, and it is an active area of research. We have 
conducted a survey on the existing methods for modelling 
EEG signals. The methods we were interested were,  

1. Time and frequency domain approaches.  
2. Statistical models.   
In the time and frequency domain approaches, traditional 

time domain methods like co-variances and correlations are 
generally be used. The frequency domain approaches are 
mostly used to characterize EEG signals to find the dominant 
rhythm in the signal. The main drawback of FFT based 
methods is that it is not well suited for non-stationary signals. 
For the processing or pre-processing of EEG signals, 
standard linear transformation techniques like Singular Value 
Decomposition (SVD) and its related variations Principal 
Component Analysis (PCA), and Independent Component 
Analysis (ICA) are widely used [4].  

Statistical models are widely used if a signal is said to 
nonlinear in nature as well as not stationary. Nonlinear 
extensions of Auto Regressive (AR) and Auto Regressive 
Moving Average (ARMA) models are also popular for the 
modelling of nonlinear signals. These models are used to get 
estimates of the best regression nonlinear polynomial fit. For 
modelling non-stationary time series, ARMA is generalized 
to ARIMA (Auto Regressive Integrated Moving Average) 
models. ARIMA processes reduce to ARMA when the data is 
fitted to the difference data [5].  

II. METHODOLOGY 

Objective of this work is to study the effect of different 
nonlinear techniques which is used in the preprocessing of 
EEG signals. Also, the different statistical parameters are 
used as features to check the classification accuracy. The 
proposed methods are verified on two categories of EEG data 
set. These data set corresponds to abnormalities such as brain 
tumor and epilepsy. 

A. Analysis of epileptic EEG signals 

In this section the detection of epileptic seizures from EEG 
signals using nonlinear methods are described. Figure 1 
shows the methodology used in the processing of epileptic 
signals. It consists of three stages  

1. Pre-processing of the raw EEG signal 
2. Feature extraction. 
3. Classification. 
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The data has been obtained from the University ofBonn. It 
consists of five sets namely Z, O, N, F and S. Each set 
contains 100 files of single-channelEEG segments and each 
file has a duration of 23.6 seconds.  

The scalp EEGs from normal subjects with eyes open is 
set Z and eyes closed is set O. Sets N, F, and S were recorded 
using intracranial EEGs from epileptic patients in which sets 
N and F were recorded when there were no seizures whereas 
set S was recorded when seizures occurred. The sampling 
rate used to record the data was 173.61 Hz[6].  
 
Block diagram of the methodology 

 

 
Figure 1. Overall methodology adopted to classify the 

epileptic EEG signal 
 

As indicated in the figure 1, the first stage is the collection 
of the EEG data. This data which was obtained from BONN 
university database is passed through elliptical filer because 
of the reason that elliptical filters has got sharp cutoff 
frequencies. The preprocessed signal was given as input to 
the feature extraction stage. At first the discrete wavelet 
transform of the preprocessed EEG signal obtained. The 
resultant signal is evaluated for the below mentioned 
features. 
 
Shannon Entropy 

Shannon’s Entropy is the minimum number of bits 
needed to encode the signal. The usage of Shannon entropy 
makes the computational process fast with comparable 
accuracy. This also ensures dimensionality of the features to 
the minimum. This reduction in dimensionality and 
computational complexity contributes to the improvement of 
the speed of classifier. 
Shannon Entropy (SE) is defined in equation (1). 

𝑆𝐸 = − 𝑝 𝑖 𝑙𝑜𝑔2  𝑝 𝑖 𝑘
𝑖=1    (1) 

wherep(i) is the probability or normalized frequency of 
unique values[7],[8]. 
Mean, Standard Deviation, Skewness and Band Power are 
the other features which were used [9].Further these features 
are given to two classification algorithms such as K Nearest 

Neighborhood (KNN) classifier and Support Vector Machine 
(SVM) classifier [10]. 

In KNN, first training data set and a test set were 
provided. The training data set consists of extracted features 
from the sub-bands of an epileptic and a non-epileptic person. 
The test data set consists features of either epileptic and 
non-epileptic or both. The training data set is then fed to the 
classifier which plots the values in an n-dimensional space. A 
value from the test set is taken and plotted in the same 
n-dimensional space and then the specified number of nearest 
neighbours to it is calculated. If the majority of the 
neighbours belong to the epileptic class, it is classified as 
epileptic data. It works similarly for the non-epileptic data as 
well. This is done for each and every value of the test set and 
then the accuracy is calculated. 

In SVM, a train and test set is created in a similar fashion 
as in KNN. Each feature value of the train set is plotted in an 
n-dimensional space. Then classification is performed on the 
test set by finding the hyper-plane that best segregates the 
two classes and accuracy is calculated. 

B. Analysis of EEG signals of brain tumor data. 

For the classification of brain tumor data, we have chosen 
the EEG Data available from Temple university TUH EEG 
corpus. The data have been handpicked from the descriptions 
available in the clinicians report along with each edf file. The 
edf file is then converted into MATLAB readable text tile due 
to size limitations of edf file. Many of this edf file contained 
31 channels with each channel of sample length more than 
fifty thousand. 

The text converted edf data is then used for empirical 
mode decomposition (EMD) analysis. EMD decomposes the 
EEG signal into number of constituent signals called Intrinsic 
Mode Function (IMF). Further statistical features on the 
IMFs such as mean, variance, standard deviation, temporal 
skew, Higuchi fractal dimension were computed. Apart from 
the temporal features, we have evaluated the spectral features 
such as spectral skewness and power spectral density 
[11]-[14]. The power spectran density of a sequence is 
computed as in equation 2 

𝑃 𝑤 =  𝑟𝑦 [𝑛]𝑒−𝑗𝑤𝑛∞
−∞             (2) 

Where 𝑟𝑦 [𝑛] represents the autocorrelation of y[n], defined 
as: 

𝑟𝑦  𝑛 = 𝐸(𝑦 𝑚 𝑦∗[𝑚]) 

 
Figure 2. Methodology adopted to classify the brain 

tumor EEG signal. 
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Visual analysis of result obtained after performing PSD 
on IMFs shows that the statics of PSD can be one of the 
relevant features for feature extraction. Variation coefficient 
is another feature which is extracted and is defined as the 
ratio of standard deviation to mean. The spectral features 

such as spectral skew(𝛽𝑠) is defined in equation 3. Another 
feature spectral kurtosis is basically a 4th order statistical tool 
which signifies the occurrence of transients and their 
locations in the frequency domain by decomposing the 
kurtosis of a signal as a function of frequency. 

𝛽𝑠 =
 (

𝑤−𝐶𝑠
𝜎𝑠

)3𝑝 𝑤 𝑤

 𝑝 𝑤 𝑤
           (3) 

After extracting these features the vector is created by 
concatenating the temporal and spectral features of each IMF, 
which is shown below 

𝐹 =  𝜇𝑡 , 𝜎𝑡 , 𝑉𝑠 , 𝛽𝑡 , 𝐻𝑡 , 𝜎𝑠 , 𝛽𝑠 , 𝐾𝑠  
where μt is the mean, σt is the standard deviation, Vs is the 

vaariance, βt is the temporal skew, Ht is the Higuchi fractal 
dimension, σs is the variation coefficient of power spectral 
density, βs is the spectral skewness and Ks is the spectral 
kurtosis.  

The values obtained from feature extraction process are 
tabulated which becomes input to the classifier. In the 
classifier, the best relevant features combination subset is 
selected and the classifier chosen makes use of the feature 
combination to classify the EEG signals as normal and 
abnormal signals [15],[16]. 

III. RESULT AND DISCUSSION 

A. Results of proposed method for epileptic EEG 
signals 

At every second we have calculated the featuresfor all the 
five bands in the EEG namely Gamma, Beta, Alpha, Theta 
and Delta. The results of all the features are tabulated in table 
I. 

Table- I: Feature values obtained 
Feature Class Minimum Maximum 

Shannon Entropy 
Seizure EEG -6.2×107 -9.2×105 
Normal EEG -3.9 ×106 -9.5×109 

Mean 
Seizure EEG -1.96 1.41 
Normal EEG -0.39 0.56 

Standard deviation 
Seizure EEG 12.72 419.22 
Normal EEG 6.03 70.05 

Skewness 
Seizure EEG -3.02 5.57 
Normal EEG -0.59 1.19 

Bandpower 
Seizure EEG 161.91 17.57x104 
Normal EEG 36.37 4.096x103 

 
The output of the three data sets from the five bands were 

used as inputs to the trained classifier[17],[18]. Table 1 
provides the classification accuracy of every band as training 
data against selected band as testing data. The accuracy 
ranges from 90% to 100% with an average accuracy of 94 % 
 

Table- II: Classification accuracy against each band. 
Train Test Classifier Accuracy 

Gamma 
Gamma  
Beta  
Alpha  

SVM 
90% 
92% 
92% 

Beta 
Gamma  
Beta  

SVM 
92.67% 
99% 

Alpha 
Gamma  
Beta  
Alpha  

SVM 
90.67% 
95.33% 
98.67% 

Theta 90.67% 

Theta 
Beta  
Alpha  
Theta 

KNN 
94.67% 
95.33% 
94.67% 

Delta 
Beta  
Alpha  
Theta 

SVM 
94% 
100% 
94% 

B. Results of proposed method for tumor affected 
brain EEG signals. 

The proposed EMD based brain tumor detection method 
was implemented using MATLAB. The publicly available 
clinical data consisting of multichannel tumor EEG signals 
that are sampled at 250Hz using 16 bits per sample were 
taken for tumor detection. The EDF files obtained involves 
both EEG specific channels along with the supplementary 
channels like detected bursts, EKG, EMG, and photonic 
stimuli. This data was monitored during various stages such 
as sleep, awake, drowsiness. The data from set A (normal) 
and set B (abnormal) sampled at 173.61Hz, each containing 
100 txt files were taken as normal EEG data.Both normal and 
tumor dataset were used to determine IMF’s, Hilbert 

transforms and PSD, to achieve extraction of temporal and 
spectral features. Below figures show the extracted 
characteristics from both Normal and Brain tumor 
EEG.Highest order IMF obtained after EMD process from 
normal EEG and tumour EEG is shown in figure 3(a) and 
3(b). 

The results of the temporal feature values and spectral 
features values for normal EEG signal and tumor EEG signal 
is calculated and represented in table III. 
 

Table- III: Classification accuracy against each band. 

Features 
Normal 

Min 
Normal 

Max 
Tumor 

Min 
Tumor 

Max 
Temporal skew -0.08 0.043 -0.225 0.1636 
Spectral skew 0.2073 1.45 -0.95 0.86 
Mean -0.89 0.556 -0.233 0.014 
Variance 234 7933 3.68 184 
Standard deviation 15.29 89 1.919 13.569 
Variation 
Coefficient 

-450 -63.22 -110.2 -32.5 

Spectral kurtosis 2.04 5.3942 1.795 4.295 

 

 
3 (a) 
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3 (b) 

Figure 3 (a). EMD Decomposition of normal EEG.  
3 (b). EMD Decomposition of tumor EEG.  

 

 
4 (a) 

 
4 (b) 

Figure 4(a) . PSD plot of IMFsfrom normal EEG 
4(a) . PSD plot of IMFs from tumor EEG. 

It was observed that, when 100 normal samples and 100 
tumor samples were taken for training the appropriate 
classifier, 85% accuracy was obtained. As the number of 
samples increased to 200 for normal and 200 abnormal in the 
training data, 94% accuracy was reached. Similarly, when 
300 normal and 300 abnormal samples were used, finally 
98% accuracy was achieved. 

IV. CONCLUSION 

This paper proposes a technique to distinguish EEGs of 
two category of abnormalities such as epilepsy and brain 
tumor. We have successfully demonstrated the extraction of 
various nonlinear features and classification. We have 
obtained promising results for BONN university data base. 
For complex signals obtained from data sources such as THU 
EEG corpus needs improvement in our techniques which will 
be the scope for future work. 
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