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Abstract: Contending with Non-Technical Losses (NTL) is a 
major problem for electricity utility companies. Hence providing a 
lasting solution to this menace motivates this and many more 
research work in the electricity sector in recent times. 
Non-technical losses are classed under losses incurred by the 
electricity utility companies in terms of energy used but not billed 
due to activities of users or malfunction of metering equipment. 
This paper therefore is aimed at proffering a solution to this 
problem by first detecting such loopholes via the analysis of 
consumers’ consumption pattern leveraging Machine learning 

(ML) techniques. Support vector machine classifier was chosen 
and used for classifying the customers’ energy consumption data, 

training the system and also for performing predictive analysis for 
the given dataset after a careful survey of a number of machine 
learning classifiers. A classification accuracy (and subsequently, 
class prediction) of 79.46% % was achieved using this technique. 
It has been shown, through this research work, that fraud 
detection in Electricity monitoring, and hence a solution to 
non-technical losses can be achieved using the right combinations 
of Machine Learning techniques in conjunction with AMI 
technology. 

Keywords: Clustering, classification and association rules, 
Correlation and regression analysis, Machine learning  

I. INTRODUCTION 

Energy distribution companies have, over the years, been 
faced with a barrage of problems in terms of equitable 
distribution of energy to users, proper metering and 
monitoring of usage, dealing with both technical and 
non-technical losses, to mention but a few. Whereas technical 
losses are energy losses encountered due to friction, heat 
conversion, electromechanical or magnetic losses in the 
transmission/distribution equipment and cables, Non-Technical 
losses have been described as any consumed energy or service 
which is not billed because of measurement equipment failure 
or Ill-intentioned and fraudulent manipulation of said 
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equipment [1].Theft and vandalism especially, are major 
issues that utility companies have had to contend with over 
the years. Energy distribution companies have had to part 
with billions of dollars to vandals and fraudsters due to theft, 
illegal generation and sale of tokens, fraudulent diversion of 
collected funds by staff and so on. But among all these, 
energy theft has been the most difficult to contend with, 
especially in emerging economies. About 50% of electricity 
consumption in developing nations are gotten through energy 
theft [2]. United States of America records a loss of more 
than 6 billion US Dollars through energy theft each year [3].  
In Canada, BC Hydro reports 100 million dollars in losses 
every year [4]. Utility companies in India and Brazil incur 
losses around 4.5 billion and 5 billion dollars respectively 
due to electricity theft [5], [6]. This creates a lot of avoidable 
losses in the system which affects the quality of supply, the 
electricity load on the generating station, and the tariff 
im-posed on usage by genuine customers. Improper 
monitoring system also prevents the authorities from 
knowing exactly how much money had actually been realized 
from sales of energy.The architecture of the electricity 
metering system is being changed in recent times from 
off-line, semi-independent systems to a fully integrated 
online system described as advanced metering infrastructure 
(AMI) as one of the ways of surmounting this growing need 
in the sector. Advanced metering infrastructure (AMI) is a 
hierarchical structure comprising the networking of varied 
digital or electronic hardware and software which com-bine 
interval data measurement with continuously avail-able 
remote communication. It enables measurement of detailed, 
real-time information and frequent collection and 
transmission of such information to various parties for proper 
monitoring and recording. A key component of the AMI is 
the smart meter. Smart meters are energy meters which in 
addition to basic metering capabilities, are equipped with 
additional features enabling them to communicate to remote 
servers, monitor and control energy usage by home 
appliances with options of remote management 
(disconnection, reconnection, etc) and cred-it recharge. 
However, recent researches has shown that even AMI-based 
systems can be defrauded and some of its security features 
bypassed. Most of these AMI-based threats have been 
categorized into physical attacks, cyber hacks and data 
attacks and hijacks and these invariably undermines the 
efforts put in AMI in preventing NTL necessitating the need 
for further research towards curbing this issue. In view of 
this, the attention of researchers have been turned towards the 
investigation and analysis of energy usage information of 
electricity customers with a view of discovering a pattern 
which could be used to distinguish between a valid customer 
and a fraudulent one.  
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This research work therefore focused on the analysis of 
consumers’ consumption pattern leveraging machine 

learning techniques. 

II. RELATED LITERATURE 

As is it with every human invention, AMI-based energy 
management has its own issues and challenges. As noted in 
the introductory part of this paper one major challenge is the 
issue of theft. Several authors agree that energy theft 
continues to be a major issue to utility companies, even after 
deployment of smart meters. Stephen McLaughlin et al in 
their papers titled ‘Energy theft in the Advanced Metering 

Infrastructure’ [7] and ‘AMIDS: A Multi-Sensor Energy 
Theft Detection Framework for Advanced Metering 
Infrastructures’ [8] insist that the single requirement of 
energy theft is the manipulation of the demand data. In their 
work they identified three ways to tamper with the demand 
data, which includes a) while it is recorded (via 
electromechanical tampering), b) while it is at rest in the 
meter, and c) as it is in flight across the network. Sudheer K. 
et al [9] categorized electricity theft under several categories 
including: By under voltage technology, by under current 
technology, Stealing electricity by phase-shifted technology, 
Stealing electricity by difference expansion 
technology.Regardless of how they occur, it is becoming 
increasingly obvious that detection and subsequent 
prevention of non-technical losses cannot be done easily 
without the assistance of smart grids and smart meters. Hence 
it is no wonder that several authors have suggested different 
ways of detecting these losses. Nabi Mohammad et al [10] 
postulated measures for controlling electricity theft in their 
work “A smart prepaid energy metering system to control 

electricity theft”. According to them, measures like 

protection against shorting the phase line and dis-connecting 
the neutral line, protection against whole meter bypassing, 
control of electricity theft using observer meter and 
protection against tampering can be achieved using a smart 
prepaid energy metering system and AMI. Some of other 
suggestions on tackling this menace include a proposal to use 
genetic algorithm and support vector machines (SVM) to 
detect abnormalities by Nagi et al [11]. Monedero et al [12] 
proposed the application of data mining techniques including 
use of neural networks and statistical techniques for these 
detections. Thomas Hartmann and co [13] proposed the use 
of live machine learning using multi-profiling. Nizar and co 
[14] in the same vain presented a novel approach for 
analysing NTL using modern computational technique called 
extreme learning machine (ELM). AlsoDepuru S. [15] 
employed several data classification algorithms including 
Support Vector Machines (SVM), Genetic Algorithm (GA), 
Neural Network (NN) model, and Rule Engine Algorithm in 
order to classify illegal consumers based on their energy 
consumption patterns.In view of these scholarly works, it is 
clear that one of the major ways via which non-technical 
losses can be curbed in the electricity sector is through the 
application of machine learning technique towards 
recognition of inconsistency in usage patterns in customer’s 

electricity usage information. One of such techniques is the 
Sup-port Vector Machines. 

III. METHOD AND SYSTEM ANALYSIS 

A. Data Acquisition, Preparation and Feature Selection 

In order to monitor and correctly analyze electricity 
consumption of consumers, instantaneous electricity readings 
of each individual consumer has to be captured and 
transmitted to a central location for such analysis. This has 
been made possible by smart meters and AMI technology. 
Hence live electricity usage data from the UCI Machine 
Learning Repository [16] were sourced for use in this 
analysis and research. The Dataset is a real instantaneous 
time-series electricity consumption of 370 clients taken at 15 
minutes interval between January 2011 and December 2014. 
That is, each client has about 96 instances of their energy 
consumption taken daily for a period of 4 years. The energy 
readings are in kilowatts. 

Because using the whole 4 year data of 370 clients would 
be overbearing to the classifier, and also because some of the 
years (like 2011) have some missing data for some clients, 
the data for this analysis was streamlined to include only 
from 1st January 2012 through 31st December 2012 
containing a total of 35131 attributes of the 370 clients 
(instances). 

𝑇𝑜𝑡𝑎𝑙 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠, 𝑎𝑇 =  𝑀𝑇  × 𝑁 × 𝐼 () 

Where MT is the total number of Months under 
con-sideration, N is the number of days in each Month and I 
is the number of instantaneous electricity energy reading of 
each client taken at 15 minutes interval.Out of the 35131 
instances selected, a set containing 11808 instances were 
further selected as the training data. Hence 

𝑎𝑇𝑡 =  ∑ 𝑀𝑖2  × 𝑁 × 𝐼                                                      () 

Where 𝑎𝑇𝑡represents the total training data and given that 
the months of the year are represented in a matrix S, in the 
form: 

𝑆 = [

𝑀11 𝑀12

𝑀21 𝑀22

𝑀13 𝑀14

𝑀23 𝑀24

𝑀31 𝑀32

𝑀41 𝑀42

𝑀33 𝑀34

𝑀43 𝑀44

]  () 

The 𝑀𝑖2 formation hence selects the second month of the 
beginning of each season of the year. This was done so 
because electric energy consumption of users are affected by 
the season of the year, hence the dataset selected for training 
the classifier comprise of readings from January (Winter) , 
April (Spring), July (Summer) and October (Autumn) in 
order to capture variations in the different seasons of the year. 
The rest of the dataset (that is, aT − aTt) was then used as the 
testing data.Since the collected data is not in the format of the 
classifier input, the data was further subjected to a 
transposition hence from (2), 
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𝑎𝑇𝑡 =  (𝑎𝑇𝑡)𝑇                                                                    () 

Where (𝑎𝑇𝑡)𝑇 is the transpose values of . 

B. Selection of Classifier and Parameters 

A number of research techniques exists for adoption when 
carrying out a classification analysis as is the case of this 
work. As a matter of fact, the work of Manuel 
Fernandez-Delgado and co [17] evaluated 179 different 
classifiers arising from 17 families and these are just the 
common ones as there are many more. Hence in choosing a 
suitable technique for this work, the following criteria were 
considered: support resource, ease of manipulation, openness 
of source, as well as of course performance matrix of these 
classifiers. From the work of Delgado et al, the Random 
forest (RF) version “are most likely to be the best classifiers” 

when “implemented in R and accessed via caret” [17]. The 

second best is the SVM (when implemented with LibSVM in 
C programming language), followed by the neural networks.  

In a bid to ascertain the most appropriate classifier for the 
dataset used for this work, nine of the top listed classifiers 
were subjected to a paired corrected tester using Waikato 
Environment for Knowledge Analysis (WEKA) [18]. The 
result is given in Table 1 while a column chart is shown in 
Fig. 1. 

Table 1: Result of accuracy test for nine data classifier. 
S/N

o 
Classifier Type 

CV 
Accuracy 

1 Zero Rules Rule System 69.46 

2 LibSVM 
Support 
Vector 
Machines 

76.97 

3 

Sequential 
Minimal 
Optimization 
(SMO) 

Support 
Vector 
Machines 

70.49 

4 
lBk (K-Nearest 
Neighbour) 

Instance 
Based 

76.11 

5 REPTree 
Decision 
Trees 

69.46 

6 Random Forest Ensemble 79.68 

7 Naïve Bayes Bayesian 19.62 

8 
Multilayer 
Perceptron 

Neural 
Networks 

50.85 

9 Simple CART 
Decision 
Trees 

69.45 

 

 

Fig. 1. Column Chart for CV Accuracy Test on Nine 
Classifiers 

From Table 1 and Figure 1, it could be observed that 
classifier RandomForest performed best (79.68) followed 
closely by LibSVM (76.97). However the researcher in-tends 
to correlate with the results of other researchers in this field 

and compare results. So against these back-drops, the 
LibSVM classifier was chosen for classifying the dataset, 
training the system and also for performing predictive 
analysis for the given dataset.  

Kernel functions in SVMs are selected based on the data 
structure and type of boundaries between the classes. The 
representative and widely applied kernel function based on 
Euclidean distance is the radial basis function (RBF) kernel, 
also known as the Gaussian kernel [19]: 

 () 

Where γ > 0 is the RBF kernel parameter. The RBF kernel 
induces an infinite-dimensional kernel space, in which all 
image vectors have the same norm, and the kernel width 
parameter “γ” controls the scaling of the mapping [19]. 

However, to ascertain the exact kernel most suited for the 
dataset used for this research work, the four kernel types of 
SVM was subjected to a paired Corrected Testing. The result 
of the test is given in Table 2 and shown in Fig. 2. It could be 
seen from that table that for the dataset, the RBF and Sigmoid 
kernel had the best cross validation accuracy of 79.46%. 
Therefore, the Radial Basis Function kernel was selected for 
the kernel for use in the SVM classifier. 

Table 2: Paired corrected tester for four SVM kernel 
types 

Tester:     weka.experiment.PairedCorrectedTTester 
Analyzing:  Percent_correct 

Datasets:   1 
Result sets: 4 

Confidence: 0.05 (two tailed) 

Dataset (1) (2) (3) (4) 

4SeasonConsumption 79.46 72.86 71.41 79.46 

Key: 
(1) functions.LibSVM 'Radial Basis Function:  
(2) functions.LibSVM ' Linear:  
(3) functions.LibSVM ' Polynomial:  
(4) functions.LibSVM ' Sigmoid:  

 

 
Fig. 2. Column Chart Showing Cross Validation 
Accuracy Testing for Four SVM Kernel Types. 
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C. Parameter Selection 

To train SVM problems, specification of some parameters 
is key. As explained by Chang and co. [20], SVM makes 
available a simple tool to examine an array of parameters. For 
every parameter setting, SVM acquires cross-validation (CV) 
accuracy. Eventually, the parameters having the highest CV 
accuracy are selected. The selection tool for the parameters 
presumes that the RBF (Gaussian) kernel is used. The RBF 
kernel takes the form of (5) so (C,γ) are parameters to be 

decided. The cost parameter C is the parameter for the soft 
margin cost function, which determines how each individual 
support vector is influenced; this process entails a tradeoff of 
error penalty for stability. It "tunes" the algorithm between 
better fitting the available data or giving a larger margin. 

Gamma, γ, is the free parameter of the Gaussian radial 

basis function. If γ is small, it implies the Gaussian has large 

variance implying that will have more influence. What this 

means is that even when the distance between them is large, 
the class of the vector  will be determined by the class of 

the support vector  if the γ is small. If γ is large, the support 

vector’s influence will not be widespread because the 
variance is small. In other words, large γ gives rise to high 

bias and low variance models. The reverse is also the case. 
Possible intervals of C (or γ) were provided with the grid 

space. Thereafter, all grid points of (C,γ) were examined to 
determine which one giving the highest CV accuracy (see 
Table 3). The entire training-set were then trained using the 
best parameters in order to obtain the final model. From 
Table 3, it could be observed that (C,γ)≡(1.0,≥1) gave the 

highest CV accuracy. More advanced parameter selection 
methods were not considered because for only two 
parameters(C and γ), the number of grid points was not too 

large. For multi-class classification, a one-to-one method was 
adopted by LibSVM, under a specified (C,γ), to generate the 

CV accuracy. For all k(k-1)/2 decision functions, the same 
(C,γ) was proffered by the parameter selection tool. 

Table 3: Determination of best (C,γ) for highest CV 
accuracy. 

Tester:     weka.experiment.PairedCorrectedTTester 
Analysing:  Percent_correct 

Datasets:   1 
Resultsets: 10 

Confidence: 0.05 (two tailed) 
Sorted by:  - 

Date:       4/11/17 10:54 AM 
Dataset '4SeasonConsumption_abrid 

(1) 39 
(2) 39 
(3) 39 
(4) 39 
(5) 50 
(6) 47 
(7) 50 
(8) 50 
(9) 50 

(10) 50 
Key: 
(1) functions.LibSVM '-S 0 -K 2 -D 3 -G 0.0 -R 0.0 -N 0.5 -M 

40.0 -C 1.0 -E 0.001 -P 0.1 -seed 1' 14172 
(2) functions.LibSVM '-S 0 -K 2 -D 3 -G 0.0 -R 0.0 -N 0.5 -M 

40.0 -C 3.0 -E 0.001 -P 0.1 -seed 1' 14172 
(3) functions.LibSVM '-S 0 -K 2 -D 3 -G 0.0 -R 0.0 -N 0.5 -M 

40.0 -C 30.0 -E 0.001 -P 0.1 -seed 1' 14172 
(4) functions.LibSVM '-S 0 -K 2 -D 3 -G 0.0 -R 0.0 -N 0.5 -M 

40.0 -C 300.0 -E 0.001 -P 0.1 -seed 1' 14172 
(5) functions.LibSVM '-S 0 -K 2 -D 3 -G 0.01 -R 0.0 -N 0.5 -M 

40.0 -C 1.0 -E 0.001 -P 0.1 -seed 1' 14172 
(6) functions.LibSVM '-S 0 -K 2 -D 3 -G 0.001 -R 0.0 -N 0.5 

-M 40.0 -C 1.0 -E 0.001 -P 0.1 -seed 1' 14172 
(7) functions.LibSVM '-S 0 -K 2 -D 3 -G 1.0 -R 0.0 -N 0.5 -M 

40.0 -C 1.0 -E 0.001 -P 0.1 -seed 1' 14172 
(8) functions.LibSVM '-S 0 -K 2 -D 3 -G 3.0 -R 0.0 -N 0.5 -M 

40.0 -C 1.0 -E 0.001 -P 0.1 -seed 1' 14172 
(9) functions.LibSVM '-S 0 -K 2 -D 3 -G 30.0 -R 0.0 -N 0.5 -M 

40.0 -C 1.0 -E 0.001 -P 0.1 -seed 1' 14172 
(10) functions.LibSVM '-S 0 -K 2 -D 3 -G 300.0 -R 0.0 -N 0.5 

-M 40.0 -C 1.0 -E 0.001 -P 0.1 -seed 1' 14172 

From the result of the test (shown in Table 3) a stem plot (Fig. 
3) was drawn showing the different (C,γ) combinations 

compared and the CV accuracy results obtained. 
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Fig. 3. Stem plot Cross Validation Accuracy Tester to 

Determine Highest of  Values 

D. Support Vector Machines (SVM) 

SVM (Support Vector Machines) is a machine learning 
technique used extensively for pattern recognition and data 
analysis. Corinna Cortes and Vladimir Vapnik proposed the 
current standard which was adopted from the original 
algorithm invented by Vladimir Vapnik [21][22]. SVM seeks 
to create a hyperplane which would separate data sets into 
their classes. The main thrust is to assist the machine to 
discover structure from data and classify them into proper 
class labels [23]. The objective of SVM is to generate a 
model that, given only the attributes of the test data, can 
predict the target values (based on training data). It is to find 
the hyperplane (classifier) that maximizes the gap between 
data points on the boundaries (so called support vectors), 
assuming an in-finite number of such hyperplanes exists [24]. 
For example, given the hyperplane as shown (Fig. 4). 
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Fig. 4. Support Vector Hyperplane  [24]. 

According to Nagi et al [11], in SVM, training is 
performed in a way such to obtain a quadratic programming 
(QP) problem. The solution to this QP problem is global and 
unique. For empirical data 

 that are mapped by 
φ: → F into a “feature space”, the linear hyperplanes that 
divide them into two labeled classes can be mathematically 
represented as: 

  () 

To construct an optimal hyperplane with 
maximum-margin and bounded error in the training data (soft 
margin), the following QP problem is to be solved  [11]: 
     () 

Subject to    

  () 

    
where ∅(x) maps into a higher-dimensional space. The 

first term in cost function (7) makes maximum margin of 
separation between classes, and the second term provides an 
upper bound for the error in the training data. The constant C 
∈ [0,∞ ), called the regularization parameter, creates a 
tradeoff between the number of misclassified samples in the 
training set and separation of the rest samples with maximum 
margin. Due to the possible high dimensionality of the vector 
variable  w, usually the following dual problem is solved 

  () 

 Subject to  
  

  

Where is the vector of all ones, Q is an l by  l 
positive semidefinite matrix, , and 

  is the kernel function. After 

problem (9) is solved, using the primal-dual relationship, the 
optimal w satisfies 

  () 

And the decision function is 

 () 

, label names, support vectors and other 
information such as kernel parameters are stored for 
prediction  

From (6) it is seen that the optimal hyperplane in the 
feature space can be written as the linear combination of 

training samples with  ≠ 0.These informative samples, 
known as support vectors, construct the decision function of 
the classifier based on the kernel function: 

  () 

LibSVM is a library for developing SVMs based on 
classification model developed by C.C. Chang and C.J. Lin 
[20]. it could be adapted to most machine learning 
knowledge environments like Matlab, R, Pyton, WEKA 
(Waikato Environment for Knowledge Analysis) etc. 
LibSVMtools uses LibSVM classifier as a wrapper class. It 
is used to build the SVM classifier and runs faster than 
other SVM tools. 
SVM offers many advantages including, as listed by [24], 
flexibility in the choice of the form of the threshold, 
robustness towards small number of data points, delivery of 
unique solution etc. 

E. Model Training 

From the Primal SVM model given in (7) and the Gaussian 
kernel given in (5)  

Utilizing the C-SVC SVM type, with the following 
parameters: 

Cache size =40Mb,  
Coefficient = 1,  
Cost parameter C for C-SVC= 1.0,  
Gamma   = 1.0,  

, 

Weight for each class = (1 1 1 1) 
Cross validation fold = 10 

With standardized data, non-shrinking heuristic, the model 
was trained, subjecting it to a set of chosen attributes, cutting 
across the four seasons of the year. 

IV. SYSTEM IMPLEMENTATION AND RESULTS 

A. Data Classification Using Trained Model 

Based on the model parameters given in the preceding 
section, the classifier haven been adequately trained, was 
used to classify the given data set. The summary of the 
classification of the 370 instances using the trained model is 
given in Table 4. 

B. System Implementation: Class Prediction Using SVM 

Out of the total dataset selected for analysis a further 
breakdown was done which filtered out four months 
representing the four seasons of the year. This is used as the 
training data whereas the remaining data is applied as testing 
data for prediction. Having successfully trained the model 
using the training data, the testing data was applied to it in 
order to ascertain the accuracy of the classifier’s training and 

its ability to predict the class of each instance. Table 5 – Table 
7 shows the output of the prediction run. The preliminary 
information including classifier scheme with its attributes 
and the number of instances and attributes associated with the 
supplied test data is given in Table 5.   
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A sample of the actual run information (20 instances) 
containing the predicted classes, error information and 
probability distribution of the classification can be seen in 
Table 6, whereas the summary of the run showing that 294 
instances representing 79.45% of the total instances were 
correctly classified with a mean absolute error of 0.1027 is 
shown in Table 7. 

 
Table 4: Summary of LibSVM classifier output on 370 

instances. 
=== Run information === 
Scheme:weka.classifiers.functions.LibSVM -S 0 -K 2 -D 3 -G 1.0 -R 
0.0 -N 0.5 -M 40.0 -C 1.0 -E 0.001 -P 0.1 -seed 1 
Relation:     4SeasonConsumption 
Instances:    370 
Attributes:   11808 
Test mode: evaluate on training data 
 
=== Classifier model (full training set) === 
LibSVM wrapper, original code by Yasser EL-Manzalawy (= 
WLSVM) 
Time taken to build model: 32.27 seconds 
 
=== Summary === 
Correctly Classified Instances       294 (79.4595 %) 
Incorrectly Classified Instances     76 (20.5405 %) 
Kappa statistic                           0.442 
Mean absolute error                       0.1027 
Root mean squared error                  0.3205 
Relative absolute error                  42.2306 % 
Root relative squared error              92.1927 % 
Total Number of Instances               370      

 
=== Detailed Accuracy By Class === 

    
Weighted 

Avg. 
TP Rate 0 1 1 0.795 
FP Rate 0 0.655 0.006 0.455 

Precision 0 0.776 0.949 0.634 
Recall 0 1 1 0.795 

F-Measure 0 0.874 0.974 0.705 
ROC Area 0.5 0.673 0.997 0.67 

Class RED GREEN BLACK  

=== Confusion Matrix === 

   a b     c    d   <-- classified as 
   0 74     0    2    |    a = RED 
   0 257  0    0    |    b = GREEN 
  0     0    37  |    d = BLACK 

Table 5: Prediction Run Preliminary Information. 

=== Model information === 
Filename:     libsvm-final run model.model 
Scheme:weka.classifiers.functions.LibSVM -S 0 -K 2 

-D 3 -G 0.0 -R 0.0 -N 0.5 -M 40.0 -C 1.0 -E 0.001 -P 
0.1 -seed 1 

Relation:4SeasonConsumption 
Attributes:   11808 
[list of attributes omitted] 
 
=== Classifier model === 
LibSVM wrapper, original code by Yasser 

EL-Manzalawy (= WLSVM) 
=== Re-evaluation on test set === 
User supplied test set 
Relation:     prediction data 
Instances:    370 
Attributes:   11808 

 
 

Table 6: Sample of Prediction Statistics 
=== Predictions on test set === 

in
st

 

actual, predicted er
ro

r 

probability 
distribution 

1 1:RED 2:GREEN + 0   *1   0   0 
2 2:GREEN 2:GREEN  0   *1   0   0 
3 2:GREEN 2:GREEN  0   *1   0   0 
4 3:RED 2:GREEN + 0   *1   0   0 
5 2:GREEN 2:GREEN  0   *1   0   0 
6 2:GREEN 2:GREEN  0   *1   0   0 
7 2:GREEN 2:GREEN  0   *1   0   0 
8 2:GREEN 2:GREEN  0   *1   0   0 
9 1:RED 2:GREEN + 0   *1   0   0 
10 3:RED 2:GREEN + 0   *1   0   0 
11 2:GREEN 2:GREEN  0   *1   0   0 
12 4:BLACK 4:BLACK  0   0   0   *1 
13 2:GREEN 2:GREEN  0   *1   0   0 
14 2:GREEN 2:GREEN  0   *1   0   0 
15 4:BLACK 4:BLACK  0   0   0   *1 
16 2:GREEN 2:GREEN  0   *1   0   0 
17 2:GREEN 2:GREEN  0   *1   0   0 
18 2:GREEN 2:GREEN  0   *1   0   0 
19 2:GREEN 2:GREEN  0   *1   0   0 
20 3:RED 2:GREEN + 0   *1   0   0 

 
Table 7: Summary Information for the Prediction Run. 

=== Summary === 
Correctly Classified Instances    294  (79.4595 %) 
Incorrectly Classified Instances  76 (20.5405 %) 
Kappa statistic                           0.4608 
Mean absolute error                      0.1027 
Root mean squared error                  0.3205 
Total Number of Instances              370 

 
It could be seen that 79.46% accuracy can be achieved in 

terms of predicting the class of users in based on their energy 
usage and utilization patterns (Table 7). This is a significant 
step in the right direction as such will go a long way in early 
detection of inconsistent use (characterizing fraud perhaps) 
of energy supplied. This could then be further inspected by 
utility personnel for confirmation purposes and hence prevent 
unnecessary wastage of generated power. 

C. Result Discussion 

From Table 7, the LibSVM correctly classified 294 out of 
the 370 considering a total of 11808 attributes which 
corresponds to 79.46% accuracy. It could also be observed 
(from the detailed accuracy by class section) that the 
Receiver Operating Characteristics (ROC) area (also called 
Area Under Curve (AUC), which is a plot of True Positive 
Rate (TP) against False Positive Rate (FP)) for RED class 
was 0.5% each while that of GREEN and BLACK classes 
were 0.673% and 0.997% respectively. AUC represents a 
probability that a positive will be ranked higher than a 
negative. The confusion matrix showed that the total 257 and 
37 instances, belonging to the GREEN and BLACK class 
respectively were all correctly classified. Figure 5 – Figure 7 
shows a plot of the area under ROC for the four classes. 
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The f-measure (or f-score) is calculated using the formula 
f-measure = (2 × Precision × Recall)/(Precision + Recall)  
 (13) 
Where Precision=TP/(TP+FP) and  Recall=TP/(TP+FN) 
TP = True Positives, FP = False Positives, FN = False 
Negatives 

Precision is the percentage of elements correctly classified 
as positive out of all the elements classified as positive, while 
recall is the percentage of elements correctly classified as 
positive out of all the positive elements 

 

Fig. 5. Area Under ROC for Class Value RED. 

 

Fig. 6. Area Under ROC for Class Value GREEN 

 

Fig. 7. Area Under ROC for Class Value BLACK 

Each class i has a particular precision and recall in a 
multiclass case. Here, an element predicted to be ini and is 
truly in it is a "true positive", while an element predicted not 
to be in i and is not in it is a "true negative".The weighted 
f-measure is a weighted average of the classes' f-measure, 
and this weighting is determined by the proportion of the 
number of elements in each class. 

 
 

V. CONCLUSION AND RECOMMENDATIONS 

Monitoring and management of energy usage has be-come 
a trending issue among researchers and utilities chiefly due to 
the progressive search for the nagging is-sue of non-technical 
losses which continue to waste tons of funds for the utilities 
and the government. In this work, machine learning, 
particularly support vector machine (LibSVM) was 
employed in classifying users and also predicting user's 
activities in terms of energy usage, with the bid to detecting 
fraudulent users hence ensuring prompt disconnection of 
such from the grid. Using LibSVM, a library wrapper for 
SVM, the re-searcher was able to achieve a 79.46% accuracy 
in classification of users and subsequent prediction of future 
outcomes given similar parameters in terms of energy usage 
information. This research work concentrated on scenarios 
where users bypass their energy meters or manipulate the 
AMI infrastructure in such a way that consumed energy is not 
accurately recorded and hence not reported nor billed.  

It is recommended therefore that further research be 
conducted taking into accounts other forms of fraudulently 
consuming energy not paid for like illegal generation of 
energy credits, partial connection of total house load to the 
meter and even the use of non-smart meter as is still obtained 
in most developing countries. It is also recommended that 
other aggregations of machine learning profiles be explored 
in Classification, regression etc. in other to improve the result 
achieved in this work. 
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