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Abstract: Recent technological innovations along with the vast amount of available data worldwide 

have led to the rise of cyberattacks against network systems. Intrusion Detection Systems (IDS) play 

a crucial role as a defense mechanism in networks against adversarial attackers. Machine Learning 

methods provide various cybersecurity tools. However, these methods require plenty of data to be 

trained efficiently, which may be hard to collect or to use due to privacy reasons. One of the most 

notable Machine Learning tools is the Generative Adversarial Network (GAN), and it has great po-

tential for tabular data synthesis. In this work, we start by briefly presenting the most popular GAN 

architectures, VanillaGAN, WGAN, and WGAN-GP. Focusing on tabular data generation, CTGAN, 

CopulaGAN, and TableGAN models are used for the creation of synthetic IDS data. Specifically, the 

models are trained and evaluated on an NSL-KDD dataset, considering the limitations and require-

ments that this procedure needs. Finally, based on certain quantitative and qualitative methods, we 

argue and evaluate the most prominent GANs for tabular network data synthesis. 

Keywords: GAN; tabular data generation; synthetic dataset; NSL-KDD dataset; IDS 

 

1. Introduction 

Most of the network systems preserve high-quality security characteristics; however, 

there can be a lot of different adversarial cyberattacks, which due to recent technological 

innovations change drastically over time. Hence, there is a great need for sophisticated, 

robust, and adaptive security systems. The Intrusion Detection System (IDS) is a valuable 

and essential defense mechanism introduced by Anderson in 1980 [1], which is responsi-

ble for inspecting network traffic for suspicious and/or malicious activities. The goal of an 

IDS is to distinguish the malicious network traffic from the normal one. In particular, the 

IDS monitors the network for harmful activities, raising an alert when suspicious traffic 

is identified. With the spread of Artificial Intelligence, in the past few years, Machine 

Learning methods have been applied in Intrusion Detection Systems as a robust and ac-

curate defense mechanism, demonstrating remarkable performance. Specifically, various 

Machine Learning classifiers, such as Decision Trees Support [2], Artificial Neural Net-

works (Machine Learning, Deep Learning), such as Convolutional Neural Networks [3], 

Support Vector Machines (SVMs) [4], and Bayesian Networks [5], have been widely em-

ployed in IDSs, because, contrary to conventional methods, they can detect suspicious 

traffic or discover unseen patterns and abnormalities in the data. 

However, these learnable methods require plenty of data to be trained correctly. Data 

acquisition is often a difficult procedure, since most data are private with strict privacy 

policies. Therefore, the generation of synthetic tabular data is an important task, which 

has been thrilling researchers for many years. Relevant past work treats each column of a 

table differently, creating a joint multivariate probability distribution and then sampling 

from that distribution, employing Bayesian networks [6–9] as well as classification and 
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regression trees [10,11]. In the last few years, GAN models have been examined in the 

generation of synthetic tabular data. 

Generative Adversarial Networks (GANs) are a type of Neural Network architecture 

for generative modeling. GANs were first introduced by Goodfellow et al. [12] in 2014. 

GAN models are used for unsupervised learning, based on a two-player game theoretical 

scenario to learn the distribution and the patterns of the training data, in such a way that 

the model can generate new data that preserve the characteristics of the training data. 

Later developments in GANs improved speed and training performance. Arjovsky et al. 

introduced the Wasserstein model [13], which is an improved GAN model that leverages 

the Wasserstein-1 metric to define a more sophisticated loss function with Gulrajani et al. 

introducing gradient penalty on Wasserstein GAN [14] to address the side effects of 

weight clipping during training. In various applications, mainly focusing on generating 

images [15–18], GANs have shown remarkable results. Regarding the generation of ad-

versarial malicious examples, GANs have been tried out in some methods. In [19,20], the 

authors generate malicious traffic records using GANs, while those type of models are 

used in [21] to synthesize malware examples. 

With respect to modeling tabular data, several algorithms such as TGAN [22] and 

CTGAN [23] proved that GANs outperform classical methods for tabular data synthetic 

generation. Several GAN models have been used to handle tabular data. Kunar et al. in-

troduced CTAB-GAN [24], which is a conditional table GAN that can model diverse data 

types with complex distributions. In [25], Passenger Name Records (PNRs) data are syn-

thesized utilizing a Cramer GAN, categorical feature embedding, and a Cross-Net archi-

tecture. The authors in [26] use GANs to generate continuous time series on Electronic 

Health Records (EHR) data, while in [27], MedGAN, which combines an autoencoder with 

a GAN, is proposed to generate high-dimensional discrete variables from EHR data. 

TableGAN [28] consists of a convolutional Discriminator and a de-convolutional Genera-

tor and a Classifier to increase the semantic integrity of the synthetic data. In [23], CTGAN 

is proposed, which uses a conditional generator to synthesize tabular data. CopulaGAN 

[29] is a variation of the CTGAN model that utilizes Cumulative Distribution Function 

(CDF)-based transformation to facilitate the CTGAN model training. 

In this research paper, we perform a systematic analysis of three popular GAN mod-

els, CTGAN, CopulaGAN, and TableGAN to generate synthetic tabular dataset for intru-

sion detection domain. For our research, the open-source SDV library [30], with initial 

paper work [31], is used, providing GAN models. The models are trained and evaluated 

in the NSL-KDD dataset [32]. The generated data can be further used for different tasks 

related to the cybersecurity of network systems, such as Intrusion Detection [33], Network 

Forensics [34], privacy-preserving techniques [35], etc. Moreover, the synthetic IDS data 

may be combined with other pioneering techniques, such as blockchain-based solutions 

[36], Federated Learning process combined with a private blockchain network [37], etc., 

in order to generate robust and secure next-generation networks. 

2. GAN Models 

The GAN architecture was first introduced by Goodfellow [12], and it is a Neural 

Network algorithm for generative modelling. A GAN model consists of two independent 

sub-models, the Generator G and its adversary, the Discriminator D. The generative 

model G understands the data distribution p(g) of the real data space x. Then, taking into 

account an input noise variable, the Generator G generates new adversarial examples G(z) 

that have the same distribution of x. The Generator G is trained to maximize the probabil-

ity that the Discriminator D could correctly predict generated samples as real samples, 

while the Discriminator D is trained to distinguish if the given sample is real or generated 

by the Generator G. 

The mathematical expression of the Vanilla GAN derives from the cross-entropy be-

tween the real and generated distributions, and it is the following: 



Information 2021, 12, 375 3 of 15 
 

 

A proof of the above equation is out of the scope of this research material, though a 

brief description will be referenced here, shortly.  

In Equation (1), discriminator �(�) tries to maximize the quantity �(�, �) for any 

given generator �(�), while �(�) is the generator’s output when given �. ��~�����(�) 

and ��~��(�) correspond to expected values over all real data instances and over all gen-

erated fake instances, respectively. The global optimum for this task is when ����� =  ��, 

and this corresponds to the global minimum of the training criterion. 

In order to avoid overfitting when training finite datasets, the Discriminator D must 

be optimized simultaneously with the Generator G. During the start of the learning pro-

cess, the Discriminator D may reject the high confidence samples created by the Generator 

G, because they are different from the training data. To address that, Generator G can be 

trained to maximize ��� �(�(�)) instead of minimizing ���(1 − �(�(�)).  

2.1. Wasserstein GAN (WGAN) 

The Wasserstein GAN (WGAN) [13] is a modification of the Vanilla GAN, which 

aims to train the Generator and the Discriminator to better approximate the distribution 

of the real data. The WGAN introduces some changes over the traditional GAN model, 

which improve the training process.  

Initially, a meaningful loss function, namely Wasserstein-1 distance, is applied, which 

correlates with the quality of the generated samples. The Wasserstein-1 distance measures 

the distance between probability distributions.  

Moreover, the Discriminator of WGAN does not contain a sigmoid activation at the 

last layer, resulting to logits. The Wasserstein-1 distance, as it is described in Equation (2), 

is applied directly to logits, forcing the logit distributions to be similar. The output of the 

discriminator loss is a score, which indicates the realness or fakeness of the generated 

sample. The Lipschitz function is used to constrain the optimization problem by clipping 

the weights of the discriminator function. Lastly, the RMSProp optimizer is used.  

The Wasserstein-1 metric, also called Earth Mover’s distance, is defined as follows: 

where ||� − �||  is the cost function, �� , ��  are the probability distributions, and 

�(��, ��) denotes the set of all joint distributions �(�, �). The infinite number of joint dis-

tributions in ����, ��� makes the Wasserstein-1 distance intractable. Thus, the authors in 

[13] apply Kantorovich-Rubinstein duality. Hence, Wasserstein-1 distance takes the follow-

ing form: 

where the supremum corresponds to all the 1-Lipschitz functions �: � → ℝ. Merging this 

function with a GAN, the result is as follows: 

where the functions {��}�∈� are K-Lipschitz. 

The WGAN model performs a more stable training process that is less sensitive to 

the architecture of the model and the selection of hyperparameters. Moreover, the mode 

min
�

max
�

�(�, �) = ��~�����(�)[log �(�)] + ��~��(�)[log (1 − �(�(�)))]. (1) 

����, ��� =  inf
�∈����,���

�(�,�)~���|� − �|�� (2) 

����, ��� =
1

�
 sup
||�||���

��~��
[�(�)] − ��~��

[�(�)] (3) 

min
�

max
�∈�

��~�����
[�(�; �)] − ��~��

[�(G��; ���; �)] (4) 
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collapse phenomenon that typically occurs in GAN is reduced. The most significant ben-

efit of WGAN is the continuously estimation of Wasserstein-1 distance, by training the Dis-

criminator until optimality. In contrast, weight clipping is not a good way to enforce Lip-

schitz constraint. If the clipping parameter is large, then the time needed for the weights 

to reach their limit increase. If the clipping is small, this may result in vanishing gradients. 

That is the reason why the authors in [14] proposed the use of gradient penalty instead of 

weight clipping. 

2.2. WGAN-GP 

Wasserstein GAN with Gradient Penalty (WGAN-GP) [14] was introduced shortly 

after the WGAN algorithm. The improvement of this work lies on the gradient penalty 

that is used to enforce Lipschitz constraint, instead of the weight clipping of the WGAN. 

Particularly, the WGAN-GP penalizes the model when the gradient norm moves away 

from the target norm value of 1. The application of gradient penalty requires one more 

modification in the architecture. Specifically, the batch normalization is not used in the 

Discriminator, since the batch normalization introduces a correlation between the samples 

of the same batch. However, the gradient penalty is calculated for each individual sample 

and not for the entire batch, making the batch normalization not a suitable technique. 

Other normalization techniques that do not correlate the samples can be used, such as 

layer normalization. The WGAN-GP demonstrates strong performance as well as stability 

in different applications.  

The loss function with Wasserstein distance and gradient penalty applied is defined 

by the equation: 

where λ is the penalty coefficient.  

3. GAN Models and Evaluation Metrics for Tabular Data Generation 

3.1. GANs for Synthesizing Tabular Data 

GAN models have shown great possibilities in the generation of synthetic images 

and text. Over the past few years, potential uses of GANs have been explored for tabular 

data generation, since they offer great flexibility to model data distributions in contrast 

with traditional statistical techniques.  

Giving the table Treal with real data, the task of synthetic data generation results in a 

synthetic table Tsyn. The T is partitioned into training set Ttrain and test set Ttest. A GAN 

model is trained at Ttrain. The data generator G learns the data distribution of each column 

in a table T, and then, it is used to generate the synthetic data of the table Tsyn. A successful 

data generator G for tabular data should be able to address the challenges associated with 

the nature of real-world tabular data.  

It is common for T to contain mixed data types of numerical and categorical columns. 

The numerical columns of table can have either discrete or continues values. Thus, the 

Generator G should be trained to simultaneously learn and generate a mix of data types. 

Additionally, the shape distribution of each column may differ, following usually non-

Gaussian and multimodal distributions, where the min–max transformation causes van-

ishing gradient problems. In categorical columns of real-world tabular data, the imbalance 

problem often occurs, since some classes have more instances than others. Imbalanced 

data lead to mode collapse as well as to inadequate training of the minor classes. Further-

more, sparse one-hot-encoded vectors can cause issues at the training procedure of the 

Discriminator D, since it learns to distinguish real from fake data from the distribution’s 

rareness rather to the realness of the value.  

Different GAN models have been created in order to solve some or all of the above-

mentioned issues. TGAN [22] is constructed to work on any tabular dataset. MedGAN 

���
�~�

��~�����
[�(�; �)] − ��~��

������; ���; ��� + ���~��
[(||���(���; ���; �)||� − �)�] 

(5) 
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[27] tries to generate simultaneously discrete and continuous samples. In this work, the 

most promising GAN models for tabular data generation are analyzed, which are Table-

GAN [28], CTGAN [23], and CopulaGAN [29].  

3.1.1. TableGAN 

TableGAN [28] is a GAN-based architecture that synthesizes fake tabular data with 

similar statistical properties to the original table. Privacy concerns motivate the authors to 

develop this model in order to prevent information leakage. The discriminator D and the 

generator G of the TableGAN are convolutional neural networks (CNN). The architecture 

of TableGAN is based on the deep convolutional GAN (DCGAN) [15], which is one of the 

most popular models for image synthesis.  

Another architectural component of TableGAN is the classifier C, which is involved 

in the training process and aims to increase the semantic integrity of generated records. 

The classifier C has the same architecture as the discriminator D, while it is trained based 

on the ground-truth labels of the real table. C learns the correlation between true labels 

and the features of the table and predicts the labels of the synthetic data. Thus, C educates 

the generator G if the generated record is semantically correct.  

3.1.2. CTGAN 

Conditional Tabular GAN (CTGAN) [23] is a GAN-based architecture that is de-

signed to synthesize tabular data. The key improvements of CTGAN try to overcome the 

challenges of modeling tabular data using GAN architecture. In particular, the architec-

ture of CTGAN deals with non-Gaussian and multimodal distribution by exploiting a 

mode-specific normalization, which converts continuous values of arbitrary distribution 

into a bounded vector, which is a representation suitable for neural networks. Previous 

models, such as TableGAN [28], normalize continuous values to [−1, 1] using min–max 

normalization techniques. In CTGAN, the variational Gaussian mixture model (VGM) 

[38] is used for each continuous column independently.  

Additionally, a conditional generator and training-by-sampling is implemented to 

overcome the data imbalance challenge of discrete columns. The data are sampled in a 

way that all the categories of discrete columns evenly occurred during the training proce-

dure. A cond vector allows the conditioning on a value of a specific column via one-hot 

encoding. The conditional generator G takes as inputs random noise as well as the cond 

vector, while it is forced to mimic the desired condition. The training of the model is done 

using the WGAN loss with gradient penalty [14]. The output of conditional generator is 

evaluated by the critic, computing the distance between the learned and real conditional 

distribution.  

3.1.3. CopulaGAN 

The CopulaGAN model [29] is a variation of the CTGAN, which is introduced in the 

SDV opensource library. It exploits the Cumulative Distribution Function (CDF)-based 

transformation, which is applied via GaussianCopula. Particularly, CopulaGAN uses 

those alternatives of CTGAN in order to learn the data more easily. Based on probability 

theory, copulas are used to describe the intercorrelation between random variables. 

During the training procedure, CopulaGAN tries to learn the data types and the for-

mat of the training data. The non-numerical and null data are transformed using a Re-

versible Data Transformation (RDT). Due to this transformation, a fully numerical repre-

sentation is occurred from which the model can learn the probability distributions of each 

table column. Additionally, the CopulaGAN attempts to learn the correlation between the 

columns of the table.  
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3.2. Evaluation Metrics 

Recent advances of generative modelling identified the need for suitable quantitative 

and qualitative methods to evaluate trainable models. Reliable evaluation metrics are im-

portant not only to rate GAN models but also to identify possible errors in the generated 

data. Specifically in cases where people face difficulties distinguishing the quality of syn-

thetic data, such as medical images, the requirement for trusted metrics is essential [39].  

Evaluating a GAN model is not a straightforward procedure, since various metrics 

can lead to different outcomes. Specifically, a good performance in one evaluation metric 

cannot guarantee good performance in another metric [40]. Additionally, the metrics 

should be chosen with respect to the application that are going to be used for. Inception 

Score [41], Fréchet Inception Distance [42] and Perceptual Path Length [43] are some met-

rics that are introduced for the evaluation of general GAN models.  

The synthetic data would be evaluated against a sufficient number of metrics that are 

suitable for the task of tabular data generation. A combination of those methods can ex-

press a complete picture about the performance of the generator G of different GAN mod-

els. The evaluation is performed on the table of real data Treal as well as on the table of 

synthetic data Tsyn, which are generated from the trained generator G. Metrics can be 

categorized into three subcategories: Visual, Statistical, and Machine Learning based.  

3.2.1. Visual evaluation 

Visual representation of the generated data is a powerful method to evaluate the per-

formance of the generator G, by analyzing if G is able to maintain the properties of the real 

data. Based on this, humans can easily verify results and recognize similar patterns be-

tween real and synthetic data. Additionally, the visual analysis of results provides infor-

mation that cannot be covered from the quantitative metrics. The visual evaluation can be 

based on Distribution, Cumulative Sums, and Column Correlation.  

The Distribution plot of each column for real and synthetic data can be a quick sanity 

check, although it does not reveal any hidden relation. This representation can point out 

if the statistical properties of the generated and real data are similar to each other. 

The Cumulative Sum of each column for real and generated data can be visualized to 

indicate the similarity between the distributions per column. This visualization can pre-

sent a useful understanding for both categorical and continuous columns. However, this 

representation cannot provide any insight about the relations between columns.  

Another evaluation method can be based on the Correlation table, which shows the 

association between each column of the table. Comparing the correlation matrix of the real 

and synthetic data can indicate if the generator manages to appropriately model the rela-

tionship between the columns of the table.  

3.2.2. Statistical metrics  

Different types of statistical tests can be applied on real and generated tables. Partic-

ularly, these metrics compare individual columns of the real table with the corresponding 

column from the generated data and produce a result of this analysis. Two statistical tests 

are used for the evaluation of the GAN models, which are trained with an intrusion de-

tection dataset: KSTest and CSTest.  

The KSTest compares the distributions for the continuous features between the real 

and the generated table by using the two-sample Kolmogorov–Smirnov test and the em-

pirical Cumulative Distributed Function (CDF). The result of each column comparison is 

1 minus the Test D, expressing the maximum distance between the observed and expected 

CDF values.  

For discrete values, the CSTest metric exploits the Chi-squared test in order to com-

pare the distributions of columns between real and synthesized data. The comparison is 

performed column by column, and the result is the CSTest p-value, the probability that 

values from the two columns have been sampled from the same distribution.  
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3.2.3. Machine Learning-Based Metrics  

This family of metrics exploits Machine Learning algorithms to evaluate the quality 

of the generated data. They are able to provide insight knowledge about the relations that 

Treal and Tsyn have. Particularly, GANs the for tabular data generation task are evaluated 

by the detection metrics as well as Machine Learning efficacy metrics. 

The Detection Metrics evaluate how difficult is to differentiate the generated from the 

real data. Specifically, those metrics are based on Machine Learning models, which predict 

if the input data is synthetic or real. For this reason, a flag is associated to each data record, 

indicating if it is real or generated. Afterwards, the data with the flags are shuffled and 

the Machine Learning models are cross-validated, attempting to predict the flag. Finally, 

the result of those metrics equal to 1 minus the average ROC AUC score of all cross-vali-

dation splits. The Machine Learning models that can be used in those metrics are Logistic 

Regression or SVD classifier. 

The Machine Learning Efficacy Metrics indicate if it is possible to replace the real with 

generated data to solve problems using Machine Learning models. In particular, a model 

is trained on Tsyn, and then, it is tested on Treal. In case of classification problems, Deci-

sion Tree, AdaBoost, or MLP classifier can be used, while the performance of those models 

is evaluated based on accuracy and F1 score. For regression tasks, Linear Regression or 

MLP regression may be utilized as machine learning models, and the evaluation is per-

formed by R2. The average performance of different models can be used as metric for the 

evaluation of G.  

As it is mentioned above, those metrics are occurred by solving Machine Learning 

problems. Therefore, they can only be applied on datasets that contain a target column, 

which should be predicted based on the rest of the data. The target column could contain 

true labels or ground truth values for the classification and regression task, respectively. 

4. NSL-KDD Dataset 

The NSL-KDD [32] is an Intrusion Detection System dataset, which is an improved 

version of its predecessor, the KDD’99 [44] dataset, which suffers from a large number of 

duplicate records. Specifically, the NSL-KDD dataset does not contain redundant records 

in the train and test sets. Therefore, classifiers that would be trained and tested at those 

datasets would not be biased based on the most frequent records. Another advantage of 

NSL-KDD over the KDD’99 is the reasonable amount of data in the train and test sets, 

providing the opportunity to perform experiments on the complete sets. The NSL-KDD is 

one of the most well-known publicly available datasets, since it is used by many research-

ers to develop efficient and accurate Intrusion Detection Systems. Studies have been per-

formed to analyze the properties of the NSL-KDD dataset [45–47]. 

The NSL-KDD dataset contains 148,514 traffic records of normal activities and at-

tacks. The dataset includes the train set KDDTrain+ and the test set KDDTest+. The train 

and the test datasets do not have the same distribution, while the test dataset contains 

some attacks that are not included in the train dataset. The labeled attacks of the NSL-

KDD dataset can be grouped in four main types, which are Denial of Service (DoS), Probe, 

User to Root (U2R), and Remote to Local (R2L).  

DoS [48] is a type of attack in which the malicious actor makes the network or the 

device unavailable for the users. This is achieved by flooding the computing or memory 

resources of the targeted machine until normal traffic cannot be processed; therefore, the 

user access to the machine is denied. DoS attack is one of the most frequently occurred 

cases in network intrusion. Probe is another type of attack, in which the hacker scans a 

machine or a device and gathers network information to identify vulnerabilities or weak 

points that can be used to harm the system [49]. Remote to User (R2L) is a type of attack, 

in which a remote user sends packets to a machine or a device through the internet, in 

which she/he does not have access [50]. The attacker aims to reveal the network vulnera-

bilities and take advantages of the privileges that a local user would have. The User to 
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Root (U2R) type refers to an attack in which the attacker imitates a normal user, while 

he/she attempts to gain root access and super user privileges to the system [51]. Table 1 

illustrates the type and the labeled attacks of the NSL-KDD dataset.  

Table 1. Types of attacks in the NSL-KDD dataset. 

Type Labeled Attack 

DoS 
neptune, back, land, pod, smurf, teardrop, mailbomb, apache2,  

processtable, udpstorm, worm 

Probe ipsweep, nmap, portsweep, satan, mscan, saint 

R2L 

ftp_write, guess_passwd, imap, multihop, phf, spy, warezclient,  

warezmaster, sendmail, named, snmpgetattack, snmpguess, xlock, 

xsnoop, httptunnel 

U2L buffer_overflow, loadmodule, perl, rootkit, ps, sqlattack, xterm 

From the statistical analysis of the NSL-KDD dataset, it is observed that there are 

77,052 normal traffics, which is more than half of the total records. Regarding the attack 

records, DoS type is the most frequent with 53,386 instances, Probe type has 14,077 in-

stances, while there are a few traffic records for R2L and U2R attacks, 3880 and 119 in-

stances, respectively. Figure 1 illustrates the distribution of records, normal and attack 

types, in the NSL-KDD dataset.  

DoS is one of the most common types of attack, and it frequently occurs in everyday 

life. This characteristic of DoS attacks is reflected in the NSL-KDD dataset, in which this 

category contains the majority of attack records. Additionally, the detection of DoS attacks 

is a crucial challenge that needs thorough investigation. Considering all those reasons, the 

present work is focused on the application of different GAN models for the generation of 

synthetic DoS attacks. Thus, the traffic records of the NSL-KDD dataset are divided into 

normal and attack classes based on the ‘class’ column, while the attacks are separated to 

four categories: DoS, Probe, R2L, and U2R. The records of DoS attack are selected for the 

training and evaluation GANs. 

 

Figure 1. Number of records for each attack type in NSL-KDD dataset. 

Each traffic record of the NSL-KDD dataset has 41 features, three of them have cate-

gorical values, five consists of binary values, one feature encloses three unique values, 

while the rest of the features are in discrete or in continuous values. The categorical, bi-

nary, and triplet features of NSL-KDD are mentioned in Table 2. According to the type 
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and property of the features, they can be broken down into four categories, which are 

Intrinsic, Content, Time-based and Host-based.  

 Intrinsic features (9): includes necessary information of the record, such as protocol, 

service, and duration.  

 Content features (13): comprise information about the content, such as the login ac-

tivities. Those features demonstrate if there are behaviors related to attacks.  

 Time-based features (9): contains the number of connections to the same destination 

host or service as the current connection in the past two seconds.  

 Host-based features (10): checks the 100 past connections, which have the same des-

tination host or service with the current connection.  

Table 2. Discrete features of the NSL-KDD dataset. 

Categorical 

Features 
Protocol_Type, Service, Flag 

Binary  

Features 

land, logged_in, root_shell, is_host_login, 

is_guest_login 

Triplets 

Features 
su_attempted 

Constraints for the Generating Adversarial Examples 

The generated tabular data should represent attacks that have evading IDS as their 

purpose; however, in order to achieve this, the generation process should take account 

and maintain the functional characteristic of each attack category [19]. Based on attack 

principles, each category of attacks has its functional and nonfunctional features. The 

functional features describe the basic function of the attack, while the nonfunctional rep-

resent the secondary characteristics of the attack. The attack properties remain undistrib-

uted when the functional features do not change, and only the nonfunctional features are 

modified. Thus, to achieve reliable and valid generated attack records, the functional fea-

tures should be unchanged, while the nonfunctional features can be modified. Therefore, 

the GAN models should be trained and then generate only the nonfunctional features, 

taking into account the examined attack category. Table 3 illustrates the functional fea-

tures of each attack category of the NSL-KDD dataset, as it is discussed in [52]. Consider-

ing the aforementioned, the features of each DoS record of NSL-KDD are split into func-

tional and nonfunctional, the functional ones remain unmodified, while the nonfunctional 

are used as the training set of GAN models. Consequently, the trained GAN models will 

be able to generate the nonfunctional features and coupled with the functional ones will 

create meaningful DoS records.  

Table 3. The functional features of each attack category. 

Attack Category Intrinsic Content 
Time-Based  

Traffic 

Host-Based  

Traffic 

DoS x  x  

Probe x  x x 

U2R x x   

R2L x x   

5. Experiments and Results 

5.1. Experimental Setup 

Experiments are designed to investigate the general properties and performance of 

the different GAN models for the task of generation of synthetic IDS data. In particular, 
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the CTGAN [23], CopulaGAN [29], and TableGAN [28] are trained at the NSL-KDD da-

taset, taking into account the restrictions in the generation of DoS attack records, as de-

scribed in Section 4.1. For our experiments, we use the GAN models, which are provided 

by the open-source synthetic data generation ecosystem SDV–The Synthetic Data Vault 

[30]. Each model is trained with a batch size of 500 and for 100 epochs. The learning rates 

for the generator and discriminator of all models are both 0.0002. Additionally, the dis-

criminator steps of CTGAN and CopulaGAN are set to 5.  

Then, the synthetic datasets that occurred from the trained GAN models are evalu-

ated using the metrics, which are described in Section 3.2 of this work. The Distribution 

and Cumulative Sum plots are created using the Table Evaluator [53] library, while the 

Statistical and Machine Learning-based metrics are calculated based on the Single Table 

Metrics of the SDV library [54].  

5.2. Results 

To visually demonstrate the performance of GAN models for the generation of DoS 

attack records, some indicative features are chosen. Specifically, one discrete and two con-

tinuous features can be used to summarize the behavior of synthetic data. Figure 2 shows 

the cumulative sum and distribution plots of discrete features, namely “num_compro-

mised”. It is observed that both CTGAN and CopulaGAN outperform TableGAN in the 

case of discrete values.  

CTGAN CopulaGAN TableGAN 

  

  

Figure 2. Cumulative Sums and Distributions for discrete feature “num_compromised”. Blue illus-

trates the real data, while orange illustrates the synthetic. 

Figures 3 and 4 illustrate the corresponding diagrams for continuous features. In 

those cases, the TableGAN achieves slightly better performance than CTAGN and Copu-

laGAN. However, as it is depicted in Figure 4, all GAN methods suffer when modeling 

continuous features with sparse data. 
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CTGAN CopulaGAN TableGAN 

  

 
 

Figure 3. Cumulative Sums and Distributions for continuous feature “dst_host_rerror_rate”. Blue 

illustrates the real data, while orange illustrates the synthetic data. 

CTGAN CopulaGAN TableGAN 

 

  
 

Figure 4. Cumulative Sums and Distributions for continuous feature “dst_host_srv_diff_host_rate”. 

Blue illustrates the real data, while orange illustrates the synthetic data. 

Figure 5 illustrates the column wise correlation of real data as well as the generated 

one from CTGAN, CopulaGAN, and TableGAN. The columns with features that contain 

zero values are eliminated from this representation. The correlation matrix of generated 

data is compared to the correlations of real data. Generally, all the models are able to ad-

equately capture the correlations between features. Although, as it is observed, TableGAN 

faces difficulties in capturing some of the correlations. 
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Real data CTGAN 

  

CopulaGAN TableGAN 

  

Figure 5. Correlation matrices, indicating the associations per column of the real dataset and each 

of the synthesizers. 

Table 4 shows the Statistical Metrics as well as the Detection Metrics. Considering the 

CSTest and KSTEst values, it is concluded that CTGAN and CopulaGAN can better model 

the discrete features rather than the continuous values of the real data. On the other hand, 

it seems that TableGAN more easily models the discrete features and struggles with the 

continuous ones. For all the models, the Detection Metric indicates that the Logistic Re-

gression Classifier finds it moderately difficult to distinguish the real from the generated 

data. Therefore, the real and the generated data are distinguishable to one degree. 

Table 4. The statistical and the detection metrics for CTGAN, CopulaGAN, and TableGAN. 

 Statistical Metrics Detection Metrics 

 CSTest KSTest 
Logistic  

Regression 

CTGAN 0.91 0.84 0.74 

CopulaGAN 0.94 0.83 0.75 

TableGAN 0.89 0.95 0.76 

Finally, the Machine Learning Metrics are visualized in Table 5. All the models indi-

cate similar performance, showing that it is possible to replace the real with synthetic data 

to solve Machine Learning problems.  
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Table 5. The Machine Learning efficacy metrics for CTGAN, CopulaGAN, and TableGAN. 

 Machine Learning Efficacy Metrics 

 
Decision 

Tree 
AdaBoost 

Logistic  

Regression 

classifier 

MLP classifier Average 

CTGAN 0.97 0.96 0.84 0.96 0.93 

CopulaGAN 0.97 0.95 0.92 0.96 0.95 

TableGAN 0.95 0.94 0.92 0.97 0.94 

6. Conclusions 

In this work, we review the most popular GAN-based models for tabular IDS data 

synthesis. More specifically, CTGAN, TableGAN, and CopulaGAN are employed on the 

well-known NSL-KDD dataset to generate synthesized IDS samples. Based on visual rep-

resentation and statistical metrics, it is observed that TableGAN works sufficiently for 

continuous data; however, it suffers in situations of discrete values. Additionally, CTGAN 

and CopulaGAN work fairly well for both continuous and discrete values. From our ex-

periments, all the models can adequately capture the correlations between features. From 

the Machine Learning efficacy metrics, it is observed that it is possible to replace the real 

data with synthetic ones to solve data issues for Machine Learning tasks. However, from 

detection metrics, the classifiers’ accuracy in distinguishing the real from synthetic gener-

ated data is moderated. Considering all these, we can conclude that the generated IDS 

dataset from CTGAN, CopulaGAN, and TableGAN can be used as learning data for var-

ious Machine Learning tasks.  
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