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  Abstarct: Hyperspectral Image (HSI) processing is the new 
advancement in image / signal processing field. The growth over 
the years is appreciable. The main reason behind the successful 
growth of the Hyperspectral imaging field is due to the enormous 
amount of spectral and spatial information that the imagery 
contains. The spectral band that the HSI which contains is also 
more in number. When an image is captured through the HSI 
cameras, it contains around 200-250 images of the same scene. 
Nowadays HSI is used extensively in the fields of environmental 
monitoring, Crop-Field monitoring, Classification, 
Identification, Remote sensing applications, Surveillance etc. 
The spectral and spatial information content present in 
Hyperspectral images are with high resolutions.Hyperspectral 
imaging has shown significant growth and widely used in most of 
the remote sensing applications due to its presence of 
information of a scene over hundreds of contiguous bands In. 
Hyperspectral Image Classification of materials is the critical 
application of HSI using Hyperspectral sensors. It collects 
hundreds of spectrum channels, where each channel consists of 
a sharp point of Electromagnetic Spectrum. The paper mainly 
focuses on Deep Learning techniques such as Convolutional 
Neural Network (CNN), Artificial Neural Network (ANN), and 
Support Vector machines (SVM), K-Nearest Neighbour (KNN) 
for the accuracy in classification. Finally in the summary the 
current state-of-the-art scheme, a critical discussion after 
reviewing the research work by other professionals and 
organizing it into review-based paper, also implying about the 
present status on classification accuracy using neural networks 
is carried out. 
   Keywords: Hyperspectral imaging (HSI), Supervised and 
Unsupervised Classification, Semi – Supervised Classification, 
Neural Network, Classification accuracy 

I. INTRODUCTION 

Hyperspectral imaging is considered to be a booming 
research area in remote sensing where for the same spatial 
area, an imaging spectrometer collects hundreds (around 
100 to 200 bands) of bands of images at different 
wavelengths.  
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Hyperspectral imaging helps to collect the radiance or 
intensity level for each pixel in the image of a scene with 
substantial number of narrow bands available, detects 
objects, finds the materials and also helps in detecting 
various processes. Basically three types of sensors are 
widely used in Hyperspectral imaging: (i) The push broom 
scanners and the related whisk broom scanners:, helps in 
image scanning (ii) The band sequential scanner helps in 
spectral scanning, where images of an area pertaining to 
different wavelengths are captured (iii) The snapshot 
Hyperspectral imaging is the third variation of sensors 
where an staring array is used to create an image in a given 
instant.The researches carried out in last few decades 
extracted a lot amount of information with respect to spatial, 
temporal and spectral resolutions. The HSIs carry a 
generous amount of spectral information, which introduced 
many newer applications, new technological challenges and 
advancement in newer domains of research [1]. The high 
spectral resolution made the HSI to be used in extraction of 
subtle objects, materials with and are widely used in 
applications like remote sensing, quantification [2], 
identification, surveillance [3] and in precision urban 
agriculture [4].The  first Indian Imaging Satellite by 
(HySIS) was launched by ISRO  on 29th November which 
captured HSI images and used for earth observations, 
applications related to forestry, geology, assessment of 
coastal zones, agriculture and studies related to 
environment. The HySIS imaging combines digital imaging 
and spectrometry where the images acquired is of high 
contrast. The satellite not only captures solids and liquids 
but also detects them. The visible region and near IR   are 
used to detect the images with around 55 colour bands. 
Currently NASA is also working on Hyperspectral Image 
classification techniques. The worked carried out by 
capturing the Hyperspectral images by NASA in the field of 
agriculture has better classification characteristics, better 
modelling and mapping of the Hyperspectral data. The 
classification efficiency observed is in the range of 88- 
95.17%. Very limited organisations are working on HSI 
data, The Image Processing Laboratory –University of 
Valencia, Spain is one among them. The current area is 
exploring the machine learning, image processing and signal 
processing using machine learning platforms. The current 
work focuses on retrieval of biophysical parameter, 
inversion model in image classification and segmentation, 
target detection n separation of source for Hyperspectral 
images. The process of assigning the individual pixels to a 
definite group of classification classes (Trained or Untrained 
depending on Supervised or Unsupervised classification) is 
a tedious process in classification of images.  
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The training samples available in a classification 
approach can be divided into mainly 2 categories, i.e., 
Supervised and Unsupervised classifiers. In the supervised 
approach the classification procedure is based on 
(classification of input data) already available samples 
known as training samples where in unsupervised doesn’t 

have such available samples for classification purpose. The 
HSI classification has taken a large amount of advances with 
respect to its classification efficiency; it still poses problems 
with respect to high dimensionality, unbalanced and limited 
number of training samples available, mixing of pixels and 
training samples [5]. Second problem is that; the 
classification efficiency reduces when less number of 
samples is taken. The third problem arises with the curse of 
increment in dimensions of data and high redundancy 
between the features, which make the classification in its 
analysis stage.  A large degree of literature surveys has been 
conducted as to overcome these problems, and to conduct 
Hyperspectral image classification in an effective 
way.Convolutional Neural Networks, Maximum likelihood 
(ML) methods, neural networks architectures [6], support 
vector machine (SVM) [7], Bayesian approach [8] as well as 
Kernel methods [9] are the proposed methods used in the 
recent years with respect to classification of Hyperspectral 
images. Based on the methods of utilisation of the available 
training samples, image classification process is categorized 
as Supervised, Unsupervised and Semi-Supervised 
Hyperspectral Image classification. 

II. SURVEY CARRIED OUT  

Several scientists and researchers from different part of 
the world have proposed and implemented classification 
techniques for monitoring the crop condition and variety 
using different approaches of image processing, in the recent 
times. A detailed review of pre-processing techniques, 
identification of the algorithm, feature extraction techniques 
used, classification techniques and the tool used for the 
various types of images are listed here.       Lan et al. (2019) 
proposed a newer method on the K-sparse de-noising auto- 
encoder and HSI characteristics of unique with restricted 
spectral information. The method proposed a solution for 
considerable dissimilarities seen in the spatial content of the 
same pixel within the neighbouring region. The increase in 
efficiency of KDAE indicated that the spectral–limited 
spatial features are advantageous for classification. The 
main drawback was in the system to resolve the difficulty of 
significant dissimilarities in the SI of the same pixel within 
the neighbouring region [10]. Hasan et al. (2019) compared 
the different techniques like Support Vector Machine 
(SVM), Artificial Neural Network (ANN) and Convolution 
Neural Network (CNN). The tools used were Confusion 
matrices, Traditional statistical method, Structural Risk 
Management. The thermal infrared (2.5 to 14.0 μm) 

Hyperspectral spectrum range was used for classification of 
thirteen different plant species. The overall accuracy 
obtained by CNN, ANN and SVM is 99%, 94% and 91%, 
respectively [9]. Qureshi et al. (2019) described the 
Hyperspectral document image processing methods and its 
applications. Research field focused on overcoming the 
increased image speed and on reducing the camera cost HSI. 
The methodology helped to solve problems related to image 
analysis, including document or ink aging, signature 

extraction, and retrieval of information. The drawback of 
this document imaging was relative high cost. The 
conclusion and future study recommended having small and 
portable Hyperspectral document imaging, which includes 
CCD sensors, spectral filters, and illumination [10].  Zhao et 
al. (2019) presented a new algorithm of multiple 
Convolutional layers fusion which extracts from course to 
fine scales along with layers which adopted two fusion 
networks fully CNN and side output decision fusion 
network (SODFN). The data collected from different layers 
of Convolutional layers for HSI classification was taken. 
This fusion approach showed improvement in classification 
performance as well as generation capability compared to 
other fusion networks [11].  Ergul et al. (2019) proved that 
HCK boost for HSI classification is a standard method 
which does not involve complicated optimization while 
comparing with a minimum cost method. The future scope 
showed that there can be improvement in the spatial features 
[12].  Pan et al. (2018) presented the combined active 
learning (AL) and semi-supervised methods for 
classification of Hyperspectral Images. The method was 
tested with different labelled samples and superiority in 
classification maps in training samples. The classification 
approach provides an effective pseudo-labelling scheme, 
which makes full use of human labelling efforts. The 
drawback was this method can be applicable only for 
labelled samples [13].  Shwetank et al. (2018) represented a 
face image classification technique for Hyperspectral 
datasets. The supervised classification and Hyperspectral 
face images with Maximum Likelihood approaches were 
used for classification of face images and maximum 
response were achieved. The proposed technique would 
make it potential to formulate an advance and robust 
biometric authentication system based on techniques of 
image processing rather than instruments in the range of 
Hyperspectral [14]. Researcher Shao et al. (2018) came up 
with a model based on spatial and class structure regularized 
sparse representation (SCSSR) for HSI classification. The 
method incorporated SI via the Laplacian regularization 
with similar coefficients. The method showed improvement 
in the SR graph performance with spatial neighbourhood 
information and in the performance of a classifier. The 
drawback was that this method cannot be applicable on a 
sequential data, which is the future direction to improve the 
algorithm based on GAN to solve semi-supervised HSI 
classification [15]. Guo et al. (2018) proposed Recurrent 
Neural Network (RNN) for HSI classification. The 
classification model was used to solve the steady-state 
model and the method gained high classification 
performance n terms of efficiency. By taking 10% of 
training samples it achieved better accuracy compared with 
other SVM classifier and Auto encoder model [16].  Pan et 
al. (2017) proposed a Multi-Grained Network (Mug Net) in 
HSI classification, which mainly targets at limited models.  
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The method was the combination of   three novel 
strategies, spectral relationship, convolution kernels, and 
spatial correlation. The output showed better classification 
results in HSI classification even in the case of the small-
scale training set. However, the end-to-end manner for 
enlightening the computational efficiency was not taken care 
in this method proposed [17]. Wang et al. (2017) proposed 
cone-based joint sparse model (C-JM). The method 
implemented simultaneous orthogonal matching pursuit 
(SOMP) algorithm, and it resulted in a more stable and 
higher classification than any other means. The proposed C-
JSM model can be collaboratively attended with the window 
adaptation approaches for improving the classification 
concert, but it only ensures sparsity, spatial coherence, or 
non-negativity, which is the main drawback. The method 
was preferred to exploit the non-linearity demonstration 
[18]. Haoet al. (2016) proposed a classification using two 
regularizes, i.e., interclass basis sharing and inter-class 
essential competition and focused on three parts such as 
sparse features calculation, classification, and dictionary 
learning. The research resulted in minor computational price 
and improvement in the discriminative capability in the 
dictionary.  The application of the unsupervised learning 
model on the data was not discussed [19]. Gu and Liu 
(2016) proposed an operative S2MKL technique to succeed 
in the classification of the Hyperspectral data to solve the 
optimization tasks. Three typical Hyperspectral data with 
groups of many altered contexts were taken and recorded by 
different sensors. The outcomes were consistent which 
demonstrated that the proposed method attained enhanced 
accuracy than both RMKL and RBMKL methods and 
resolves grouping coefficients of MKL by boosting systems. 
The limitation of the study was that it was used for limited 
training samples [20]. Sowmya et al. (2016) proposed an 
algorithm for dimension reduction and classification of 
Indian Pines and Salinas-A datasets, using the techniques of 
band selection approach. The computational difficulty was 
the main concern while conserving the critical information 
in the HSI. The results showed that even with a 50% 
discount in dimension, the precisions were well achieved 
from kernel-based to that of the real image [21]. 

2.1. Unsupervised Classification 

The main challenge posed by the classification approaches 
in Hyperspectral imaging is high dimensionality. As to 
overcome these curse varieties of feature extraction 
techniques are extensively made use of in classification 
process. The prominent features are only selected as to 
reduce the problem of dimensionality instead of selecting 
the entire features in an image. In case of unsupervised 
techniques, the automatic selections of group of pixels 
which carry similar information like means, deviations are 
done. The concept is based on type of algorithms used. The 
advantage of this type of classification is, it does not require 
prior information about how to train the data is required. 
Principal Component Analysis (PCA) [22], Independent 
Component Analysis (ICA) [23] is some of the very famous 
classification techniques under Unsupervised Classification. 
2.1.1. Principal Component Analysis (PCA): PCA is 
mainly used method in classification as it helps in 
dimensionality reduction. The dimensionality reduction is 
accomplished by reducing the number of variables while in 

the original dataset most of the information is still retained. 
The basis on which the PCA works is the existence of good 
correlation between Hyperspectral image bands. PCA 
mainly deals with the second order statistics and these 
statistics cannot describe the higher resolution data, which 
are mainly made use of in Hyperspectral imaging. 
2.1.2. Independent Component Analysis (ICA): The 
failure   of PCA to deal with higher order statistics is 
eliminated by ICA. The method reduces the problem that 
occurs due to high dimensionality to a greater extent. ICA is 
well suited for reduction in dimensionality, extraction of 
features, retrieval and preservation of second order statistics 
[25, 26].  

      2.2. Supervised Classification 

The supervised classification takes the data which is labelled 
in   prior as to train the classifier. The advantage of 
supervised with respect to the unsupervised is that it can be 
applied to those images which contains rich spectral 
information. Supervised classification approach can be used 
in many applications like urban vegetation growth 
monitoring, changes in the landscape efficient resource 
management skills and techniques. Many supervised 
classification techniques have been widely used which is 
application and user dependent. Maximum likelihood (ML), 
nearest neighbour classifier, decision trees, random forest, 
and support vector machines (SVMs), Spectral Angle 
Mapper (SAM) etc are some of the widely used techniques 
of classification of the given Hyperspectral imagery. 
 2.2.1. ML Classifier (MLC): The ML classifier works on 
the assumption that, each class in each band of the image 
has a normal distribution and chosen training samples have 
definite defined classes. The assumption is done on 
estimation of probability of calculation of a specific class. A 
probability threshold must be selected as to carry smooth 
classification process. In the next stage allocation of each of 
the pixels of taken image to a particular class defined is 
carried out. The process of classification stops if the 
estimated probability is found to be smaller than a threshold 
set. As to implement the ML classifier technique estimation 
of mean vectors and covariance matrix using training 
process to be done at the first instance [27]. The accuracy of 
classification is higher compared to most of the other 
classification approaches. The discrimination of land cover 
classes is not easy as Hyperspectral images are the images 
that differ with respect to multispectral images with respect 
to the hundreds of bands that they carry. As the ML 
classifier works only with the accurate selection of training 
samples, Hyperspectral images with the poorly represented 
training samples won’t give expected efficiency of 

classification. It is better to go for alternative methods for a 
multiclass classification. 
2.2.2. K- Nearest Neighbour Algorithm (KNN): The 
proposed method has the following steps. Initial step is to 
adapt a support vector machine (SVM) technique. The SVM 
helps to obtain classification probability maps which in turn 
help to reflect the probability with which each of the pixels 
of the HSI belong to the different classes of classification.  
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The filtering process of KNN includes matching and non-
local averaging of the neighbourhood pixels. The method is 
proved to be a competitive method for classification as it 
doesn’t make use of and optimization strategies. The KNN 

when applied on two widely used data sets proved that 
classification   efficiency is better compared to the 
traditional methods. The KNN method’s operating principle 

is based on a rule: majority voting rule, which presumes that 
all the neighbouring pixels are equally contributing to the 
classification process. Another important parameter used by 
KNN is Euclidian distance metric, which works as a 
distance metric when the data is homogeneous. 

      2.2.3. S pectral Angle Mapper (SAM): SAM is one of the 
types of supervised classification technique used for 
classification of Hyperspectral data. The method makes use 
of the information regarding the spectral angle of an image, 
thus obtains the classification very quickly. The method is 
very quick as it determines the reference spectra from its 
field measurements. The spectral angle measures the n-- 
dimensional vector between the testing image and the 
reference spectrum with which the image is compared. The 
value of the angle determines the similarity and the 
difference between the image and the spectrum. If the angle 
is found to be larger, then the similarity is smaller and vice 
versa.  

      2.2.4. Support Vector Machine (SVM): SVM is a very 
strong and prominent classification approach, which makes 
use of Kernel functions and works on the basis of theory of 
optimization. SVM is proved to a better technique of 
classification in environments where the image is 
represented in more number of spectral bands and less 
number of training samples. Figure 1 shows a SVM model 
in multidimensional space which represents different classes 
in a Hyperplane. The process of iteration is incorporated as 
to generate the Hyperplane which reduces the error in 
classification. The maximum Marginal Hyperplane (MMH) 
is obtained by SVM by dividing the given datasets into 
variety of classes.  

 

 
    Figure1: General block diagram representation of SVM 

classifier and       Representation of Maximum Marginal 
Hyperplane (MMH) 

   
      2.5. Random Forest Classifier (RFC): The random forest 

(RF) classifier is a supervised classification technique. The 
method is based on the concept of tree based classifiers. The 
individual tree is a pre- trained with a set of available 
training data. The input to the classifier is the data or images 
that is to be classified and the measure to be taken to feed 

this input data/images to each tree present in the forest. Each 
tree is involved in classification process and is known by the 
term “vote” for that class. The forest having the highest vote 
is selected by the forest for the classification process. The 
determination of split is important in the classification 
process which is accompanied by a process of searching 
through a subset which is random in nature and also is of 
variable in nature at each node in the tree.  The Random 
forest classifier is extensively used due to its prominent 
characteristics like high accuracy and high speed of 
processing. In RFC care should be taken with respect to 
choosing the independence and correlation that actually 
affects the accuracy of the final cover map. 

      2.2.6. Spatial Spectral Classifier (SSC): The main 
disadvantage that the pixel - wise classifier method poses is 
difficulty in the discrimination of the classes due to its 
interclass spectral variability. The solution for the problem 
is making use of spatial dependency which in turn enhances 
the classification accuracy. Combining the spatial 
information into HSIC classification [29] the interclass 
classification information can be enhanced. This process of 
improvement motivates to study the spatial – spectral 
classification methods. The study of extraction of 
information involves and revolves around two entities, i.e., 
pixel and the label. The concept of neighbouring pixels and 
their spatial relations are the major studies that to be studied 
in evaluation of SSC.A relationship exists between pixel 
dependency and spatial dependency which in turn 
determines the level of correlation between the neighbouring 
pixels and labels. The following approaches are used for 
classification. 

      2.2.6.1. Structural Filtering: Concept of windowing 
techniques are used in this method as to extract the 
information related to the spatial content and their 
interrelationship in a Hyperspectral image. The approaches 
like spectral – spatial wavelet features, Gabor features and 
Weiner filtering methods are used. 

      2.2.6.2. Morphological Profile (MP): The spatial 
relationship   between pixels using shape and size named by 
structuring element is used in investigating the spatial 
relationship between the pixels in Mathematical 
morphology. The different techniques in terms of nonlinear 
image processing that can be used in MP involve operations 
like dilation and erosion. The process of obtaining the 
information about contrast and size of the structures present 
in an image is termed as Granulometry. The MP of size ‘n’ 

can be obtained by the Granulometry process by opening the 
reconstruction and closing the reconstruction. 

      2.2.6.3. Random Field (RF): Markov Random Fields 
(MRFs) and Conditional Random Fields (CRFs) [30] are the 
extensively used methods in Random Field techniques is 
classification of HSI.  In CRFs conditional probability is 
used for labelling of the data and optimal spatial information 
are used for favourable performance; wherein MRF 
estimates the parameters related to the classes independently 
from the parameters obtained from field. The estimated 
complexity in RF method of classification is found to be 
lesser. 
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      2.2.7. Sparse Representation Based Classification: In a 
sparsity-based algorithm initially a structured dictionary is 
formed, which contains a group of trained samples. Linear 
combining methods, sparse representation of the pixels are 
incorporated in this approach as to improve the performance 
of classification. Recovery of the sparse vector is the next 
stage which helps to label the classes for the given samples. 
The Non Local Weighted Joint Sparse Representation 
(NLW- JSRC) [30] method is a well-known method in 
sparse representation category; a method helps in removal of 
the invalid pixels. The classification approach proved that 
the discriminative dictionary resulted from the training 
samples can reduce the complexity in classification that 
occurs in classification. 

      2.2.8. Deep Learning (DL): The deep learning technique 
makes use of very deep neural networks, which tries to 
hierarchically learn deep features related to the 
Hyperspectral input data and are deeper than 3 layers [31]. 
In the first layer, the network is initialised through 
unsupervised training and later through a supervised 
manner. The low level features help to formulate the proper 
features in the beginning stage and proper features are used 
for classification of patterns at the end stage. Deep learning 
models results in more relevant features and are constant to 
the variations that takes place in the data at the input. 

 
Figure 2: Block Diagram Representation of Spatial 

dependency system used in Spectral-Spatial 
Classification Process (Source Intechopen) 

 2.2.8.1. Deep Learning in HSI Classification: The DL is 
the type of unsupervised feature learning technique which 
makes use of a large amount of image dataset. Multiple 
layers or levels of information that exists between the data 
can be organised with the help of DL based techniques. The 
neural network based DL process becomes complex when 
Hyperspectral Imaging is taken into consideration. The deep 
learning models of Hyperspectral data consists of mainly 3 
layers (i) Input Data Layer (ii) Construction of Deep Layer 
(iii) Process of Classification. The different approaches are 
Stacked Auto Encoder (SAE), Convolutional Neural 
Network (CNN) and Deep Belief Network (DBN). DBN is 
an unsupervised classification technique and trains one layer 
at a time .DBN performs unsupervised techniques on 
unlabelled samples first and he supervised on labelled 
samples at the end. The pre-trained DBN obtains the 
required information from the unlabelled samples. The 
technique fine tunes the small number of labelled samples.  
The factors related to dead or potential over tolerant in DBN   
are related to the decrement in the model source which in 
turn reduces the classification ability. As to overcome this 

problem the latent factors diversely to be done. The 
enhancement carried in the classification performance using 
the diversification of redundant factors of a given model has 
become trade research   topic nowadays. Latent models are 
one of the important elements in machine learning 
classification technique. The DBN structure is as shown in 
Figure 3. 

 
Figure 3:  Structure of DBN (Source Inechopen) 

 
      The Diversified DBN (D- DBN) method used in 

classification contains two data sets namely Indian Pines 
and the University of Pavia scenes [32]. The spectral 
channels available in the Indian Pines data are 200 of 0.4 to 
2.45 µm range in visible and IR spectrum. The resolution in 
terms of its spatial content of these images was found to be 
is 20m× 20 m. Among the 200 images around 20 images are 
discarded due to noise and water absorption. The University 
of Pavia contained around 115bands with 610 × 340 pixels 
and a possessed resolution of 1.3 m × 1.3 m in terms of its 
spatial content. The   classification and computational 
performance of the DBN can be enhanced by making a 
considerable modification in the pre- training of the samples 
and by fine-tuning of D-DBNs. The methods related to DBN 
classification produce very fast inference and helps in 
identifying the Hyperspectral images in a competitive 
manner. DBN based classification approach resulted in a 
good classification performance. A false colour image (3 
bands) and the ground truth data are depicted in Figure 4 
and 5.  

 
Figure 4: Indian Pines data set (a) False colour image 
(shown in 3 bands) (b) Ground Truth with 8 classes (c) 

Representation of mapping of colours 
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Figure 5: University of Pavia data set (a) False colour 
image (Shown in 3 bands) (b) Ground Truth with 9 

classes (c) Representation of mapping of colours 
 

2.2.8.2. Convolutional Neural Networks (CNN): The 
CNN is the novel 3-D based classification approach for HSI 
applies both spectral and spatial data. It also implements a 
border imaging policy to efficiently progression border areas 
in the image, and graphics processing units (GPUs) has been 
efficiently deployed. The method attained a decrease of the 
computation time and growing the precision in the 
classification of HSI than the conventional ANN techniques. 
The system lacked for multi-resolution. As to address the 
supervised and semi supervised approaches in classification, 
neural network based techniques have been proposed in the 
work carried out before such as (i) Feed forward Neural 
network (FN) classifiers, used mainly to deal with second-
order optimization-based variations, (ii)Extreme Learning 
Machine (ELM). Later the concept of CNN was used in 
multi-hidden-layer networks. The examples of multi hidden 
layer networks are radial basis function (RBF) networks and 
Kernel learning networks. ELM-based networks are 
successfully applied in nonlinear classifier data and showed 
remarkably efficiency in terms of accuracy and 
computational complexity. The main three parts of a CNN 
are a convolutional layer, nonlinear function and a pooling 
layer. The deep CNN is used to extract the features found in 
input. The architecture of deep CNN is shown in figure 6. 
 

 
Figure 6: Spectral Classification diagram based on Deep 

Convolutional Neural Network (Source Intechopen)  
 

CNN was introduced to understand the deep representation 
of networks. The CNN is based on spectral signatures which 
are unique in nature. CNN classification approach resulted 
in a better performance compared to that of SVM. In CNN, 
during the learning process of unsupervised sparse features 
levels of spatial features are extracted. In case of deep CNN 
pixel-pair features were learned to achieve better 
classification. 
DL possesses some drawbacks (i) Over fitting: As to 
overcome the problem of over fitting (Results are very good 
on training data sets and not on testing data sets of HSI) in 
deep learning, powerful regularization methods to be used. 
(ii) Discriminative representation: This type of problem 
occurs usually in RS data as they are complex in nature 

which results in poor feature learning from the objects. (iii) 
Research in deeper layer of DL: The deeper layers in 
supervised networks like CNN has complex structural 
distributions and is the open topic for the researcher to learn. 

III. CHALLENGES AND DISCUSSION 

The main challenges faced by Hyperspectral imaging are 
curse of high dimensionality, processing time, pre-
processing, and atmospheric correction and accessing of the 
training samples. Some of the challenges are discussed 
below. The classification efficiency and kappa coefficients 
obtained using different classification approaches are also 
discussed. 

 Case 1: 

Compared to the Contrasted and RBFSVM, the CNN 
based classifier showed greater classification accuracy 
where the general data set is considered with all the 
particular classes as shown in Figure 6. With the expanding 
time of training, the accuracy of classification of every data 
in the Hyperspectral can extend over 90%. In this case, 
concede that the training procedure is moderately time-
expending to accomplish excellent execution; be that as it 
may, the proposed CNN classifier has similar points of 
interest of profound learning algorithms. Besides, our 
execution of CNN could be upgraded enormously on 
effectiveness, or it can utilize other CNN structures, for 
example, Caffe (Jia et al. 2014), to decrease training and test 
time. As indicated by trials, it takes lesser time to 
accomplish 90% accuracy in MNIST dataset (Lecun1998) 
by utilizing Caffe and it takes over 120 minutes when actual 
framework is used.  
 

 
 

Figure 7: Chart indicating the accuracy in classification 
for all the classes for different data sets taken. From (a) 

to (c): Indian Pines, Salinas, and University of Pavia (Hu 
et al. 2015) 
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Case 2:  

The below chart indicates that the deepness helps to develop 
classification accuracy. However, an excessive amount of 
layers may lower classification outcomes. The quantities of 
appropriate convolution layers are 5 for Indian Pines, 3 for 
Pavia, and 4 for KSC data sets.  
This is influenced by the dimensionalities increment seen in 
data sources. The dimensions taken are 200, 103, and 176 
for Indian Pines, University of Pavia, and KSC data sets 
respectively. 

 
Fig 8: Chart showing the results of CNN based spectral 
classification for different depths using (Source Chen et 

al. 2016) 

Case 3:  

In this case, it is s recommended to use the SVM technique 
for classification even if we have small number of datasets 
of Hyperspectral images, where experimentation with two 
variations of SVM is experienced. The observed results 
showed that classification accuracy decayed marginally 
when the number of features exceeded beyond 50 or so for 
each of these three classifiers. 
 

 
Figure 9: Variation in classification accuracy with 

developing several features and fixed training dataset 
 

 
 

 

 
      
Figure 10: (a) Number of training samples versus overall  

Accuracy (b) Number of training samples per class  
Versus kappa values (Source Yu et al. 2017 p.5) 

 

Case 4:  

The case 4, part (a) indicates the variations in the overall 
accuracy with respect to the number of samples and part (b) 
shows the variation in kappa coefficient measured as 
functions of the quantities per class as training samples (3, 
4, 5… 15). The graph demonstrates that the samples 
increment in the training dataset has an ideal impact in the 
exhibition of all the techniques considered. The two 
classifiers on the raw Hyperspectral data (RAW-KNN and 
RAW-SVM) convey the most exceeding terrible outcomes 
as a rule for both the OA and the kappa measures. The 
exhibition on the Gabor features (Gabor-KNN and Gabor-
SVM) is superior compared to the morphological 
characteristics (MOR-KNN and MOR-SVM), which is 
because of the distinguishable intensity of the Gabor 
features. Further, this CNN strategy reliably gives the best 
outcomes. Mainly, when the training sample size is less, the 
contrasts among the algorithms are clearly visible (Yu et al. 
2017). 

IV. COMPARATIVE STUDY 

The methods, outcomes and the gap in the various surveys 
done so far are listed in table  
 
S
N 

Autho
r 

Method Parameter Outcome Gap 

1 Lan et 
al. 
2019  

K-sparse de- 
noising 
autoencoder 
(KDAE) and 
spectral-
restricted 
spatial 
characteristi
cs  

HSI 
classificatio
n  

Existing 
defects in 
the ranking 
of 
neighborhoo
d SI are 
improved  

Improveme
nt in  the 
SVMs and 
DAE 
classificatio
n  
combined 
with 
developed 
features  
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2 Zhou et al. 
2019  

Spectral-
spatial 
LSTMs  

HSI 
classificat
ion  

Achieves 
better 
performanc
e of 
classificati
on in terms 
of Kappa 
coefficient 
and overall 
accuracy. 
Better 
performanc
e than 
other 
methods  

Further 
improveme
nt  can be 
made in the  
results 
obtained 
for 
classificati
on  using  
different 
methods on 
the KSC 
dataset  

3 Medjahed&
Ouali 2018  

Stochastic 
method  

HSI 
classificat
ion  

Reduction 
in  the 
classificati
on error 
rate  

Classificati
on 
accuracy 
rate 
depends  
largely  on 
the selected 
features  

4 Pan et al. 
2018  

Collaborat
ive 
learning 
framewor
k  

HSI 
classificat
ion  

CLUC can 
be more 
efficiency 
in time 
consumpti
on  

Methods 
like SVM, 
MCLU can 
be a 
research 
topic in 
future work  

5 Zhao et al. 
2018  

SODFN 
and 
FCLFN  

HSI 
classificat
ion  

This 
approaches 
steadily 
demonstrat
e healthier 
performanc
e than the 
other 
methods  

Train a 
deep CNN 
with great 
generalizati
on ability 
in the 
future 
works 

6 Peng et al. 
2018  

LAJSR 
and JSR 
method  

Hyperspe
ctral 
remote 
sensing 
images  

LAJSR 
technique 
is highly 
effective 
than 
existing 
JSR and 
SVM  

Implement
ation of 
CNN in the  
proposed 
algorithm  
will be 
more 
effective in 
getting 
better 
classificati
on results 
when 
compared 
with other 
algorithm  

7 Zhang et al. 
2018  

Augmente
d 
Lagrangia
n Method  

Robust 
manifold 
matrix 
factorizati
on  

Convergen
ce could be 
arrived in 
less than 
ten 
iterations.  

An 
additional 
out-of-
sample 
extension 
trick is 
suggested 
to make the 
method can 
deal with 
the large-
scale HSI  

8 Liu et al. 
2018  

Fuzzy 
rough set 
theory  

Soybean 
classificat
ion  

IM-FRS 
based band 
selection 
algorithm 
can 
provide 
stable 
results  

According 
to need, the 
parameters 
can be set 
flexibly  

9 Qureshi et 
al. 2018  

Hyperspe
ctral 
Imaging 
systems  

Challenge
s in 
acquiring 
and pre-
processin

Pattern 
recognition 
technique 
was 
introduced 

 HSI can be 
implement
ed on 
upcoming 
application

g of HSI  to 
overcome 
the 
problems 
raised 
during 
implement
ation 

s in remote 
sensing 

8 Hang et al. 
2017  

Graph 
regularize
d RR 
method  

Remote 
sensing 
data 
analysis  

KGRR  
showed 
updated 
results with 
respect to 
the various 
output 
parameters 
than OLS, 
RR, GRR, 
NN, SVM, 
SSVM, 
and SVM  

Evaluated 
the 
influence 
of different 
regularizati
on 
parameters 
α and β in 

KGRR  

9 Paoletti et 
al. 2017  

New Deep 
Convoluti
onal 
Neural 
Network  

HSI 
classificat
ion  

Obtain 
high 
classificati
on 
accuracy in 
acceptable 
processing 
times  

Test other 
high-
performanc
e 
computing 
architectur
es for 
optimum 
implement
ation  

1
0 

Yu et al. 
2017  

Convoluti
onal 
Neural 
Network  

HSI 
classificat
ion  

Through 
CNN 
approach 
better 
results for 
Kappa was 
obtained 
when  
compared 
with other 
methods  

CNN 
combined 
with other 
traditional 
methods  
improves 
classificati
on 
efficiency 
with larger 
data sets 

1
1 

Chen et al. 
2016  

Deep 
feature 
extraction  
method 
using 
CNN  

HSI 
classificat
ion  

This design 
balance the 
ability and 
difficulty 
of the 
network  

Deep FE 
resulted in  
a new 
window for 
further 
study in 
various 
application 
fields 

1
2 

Hu et al. 
2015  

Deep 
Convoluti
onal 
Neural 
Network  

HSI 
classificat
ion  

CNN and 
DNN face 
to achieve 
higher 
accuracies  

Spatial-
spectral 
methods 
can be used 
as a 
substitute 
to develop 
the CNN- 
based 
classificati
on  process 

4.1 Comparison Parameters 

 The comparison between D-CNN and SVM used in terms 
of their classification accuracy is shown in Table 1. Figures 
11 and 12  gives the maps of classification determined when 
D-CNN and SVM classifiers were used. The D-CNN 
classifier gives better classification accuracy in comparison 
with SVM. 
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Table 1:  Results of Comparison between D-CNN and 
SVM classifiers for 2 data sets 

Data set D-CNN SVM 
University of Pavia  92.64% 90.42% 

Indian Pines 90.18% 82.54% 
 

 
Figure 11: RGB composition maps obtained as a result 
of classification for the Indian Pines data set. From left 
to right: Ground truth, SVM classification, and D-CNN 

approach (Source Intechopen) 
 

 
Figure 12: Composition maps resulting from the result 

of classification obtained using the datasets of University 
of Pavia. From left to right: Ground truth, SVM 

classification and D-CNN approach (Source Intechopen) 

V. CONCLUSION 

In these survey different approaches used in 
Hyperspectral image classification is discussed. The 
variations in accuracy performance, overall accuracy and 
Kappa coefficients for different HSI classification 
techniques are listed. The limitations of accurate data and 
possible solutions for obtaining more accuracy are listed. 
The investigation surveyed here has recognized that the 
neural network method is viable for the HSI classification. 
Similarly, performance of that conventional classifier, such 
as CNN, KNN, ANN, and SVM has been attained. However 
further work is essential before the neural network becomes 
a feasible alternative to HSI classifier. This paper has 
analysed partially with collection of previous records on 
HSI performance accuracy using neural network. From the 

different case studies we could conclude that a new CNN-
based approach for classification of HSI in comparison with 
SVM and DNN-based classifier gives high accuracy even if 
the training samples were less. The survey may motivate 
researchers in developing new techniques with performance 
efficiency in the context of HSI using neural network. The 
deep learning technology can be made as a hybrid 
technology by combining with other existing methods like 
sparse coding, ensemble coding. The hybrid method can be 
a future research area in Hyperspectral Image Classification. 
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