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Executive summary

Ensuring a safe and responsible use of Artificial Intelligence (Al) cannot be solved alone through
technological innovation and regulation, in spite of their importance. The advantages of Al hide
underlying problematic aspects, which can be harmful to users and need to be resolved to ensure
a responsible and productive use of Al and its benefits. Research has already been addressing
some of these problems, such as de-biasing Al to prevent discrimination, providing explanations
of Al results, developing guidelines and certification mechanisms for trustworthy Al.

However, many of the problems connected to the use of Al technologies stem from the lack of
personal and societal experience with Al. They mirror not only the biases and inequalities
reflected in the data and Al algorithms but also those from the organisational and societal
contexts in which Al is used and designed. To fully solve them, we need to understand Al
systems as socio-technical systems: they are designed, built and used by people in different
social contexts (e.g. individual, organisational, societal) that co-determine their interpretation and
understanding, the nature of their use and the consequences thereof.

How people conceive of Al, to what extent they understand its limitations, determines how
they will perceive the results of Al systems and any possible consequences of their use. In order
to realize harm-free advantages of Al, it is necessary that we cross the experience gap: both in
private and professional use. The experience gap is the difference between the experience that
people have with Al on a day-to-day basis and the experience that they need in order to
understand Al at the level necessary to harness its benefits and avoid its dangers.

In this report we suggest a new framework for the development and use of Al technologies in
a way that harnesses the benefits and prevents the harmful effects of Al. We name it
Reflective Al. The notion of Reflective Al that we propose calls for adopting a holistic approach
in the research and development of Al to investigate both what people need to learn about Al
systems to develop better mental models i.e. an experiential knowledge of Al, to be able to
use it safely and responsibly, as well as how this can be done and supported.

The Reflective Al framework describes three main levels where interventions are needed:
end-users, Al developers and designers, Al regulators. For end-users, a better understanding of
key properties of Al is in the centre of the framework. To achieve this, solutions that allow and
support experiential learning about key properties of Al that are normally hidden from users
need to be developed. Regarding Al developers and designers, the framework is concerned with
what they need to understand about user needs and what changes in their work practices are
required to be able to support the end-users better in achieving reflective Al use. At the level of
Al regulators the framework highlights the challenge of how public policies could support the
development of a better understanding of Al among end-users.

Implementing a transdisciplinary and participatory approach that involved researchers and
societal actors from different areas, the following main observations for further research and
practice towards the vision of Reflective Al were identified:

1) Enabling people to understand Al and the consequences of its use and design is more
challenging than previously thought. The risks of Al stem not only from problematic
technological designs, but also from the lack of awareness of end-users and societal stakeholders
about consequences of an uncritical application of Al and unquestioned reliance on its results.



2) Al needs to be demystified in order to overcome the experience gap and reach Al literacy to
ensure productive and responsible use. Future research needs to better understand
misconceptions of Al and the Al experience gap and find solutions to overcome them.

3) Al models need to be interpretable by design. Interpretability of Al is a prerequisite for
reliable explanations and reflective use of Al by end-users, developers and designers alike.
Research on interpretable machine learning combined with human-Al interaction and Al ethics is
crucial for the development of trustworthy Al systems that are verifiable by experts and whose
workings and consequences can be appropriately explained to lay end-users and stakeholders.

4) Designing for Reflective Al experiences requires changes in work practices of Al developers
and designers. Future Al development should be more interdisciplinary by definition. User
experience design should make inherent properties and risks of Al models visible (e.g. sensitivity,
diversity, privacy), without overburdening the users. Educating user experience designers is
crucial, as their work shapes the perceptions and use of Al systems.

5) Reflective adoption of Al innovations in organisations requires changes in organisational
values, value chains and processes to align with the needs of different actors. Apparent
trade-offs between commercial goals, the values of the users and the principles of transparency,
fairness and explainability need to be consciously resolved by reconsidering company values and
commercialization models. This requires participative processes that address the
interdependencies and enable dialogue between different actors (e.g. employees and managers,
Al developers and Al users). Establishing organisational laboratories for Reflective Al experiences
can facilitate organisational learning about Al and its potentials for the organisation.
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1. Introduction

Al is increasingly used by online platforms and systems that are part of our daily lives. It plays a
growing role in determining how we access and consume information, how we make judgements
based on it and how we interact and perceive each other. Al promises great benefits for dealing
with complex situations and for enhancing human cognition. A productive and responsible use
of Al promises many benefits, from better medical therapies and decision-making in complex
situations, to safer traffic, fighting climate change and supporting sustainability, to fostering
creativity and learning, to name but a few. However, there has been an increasing awareness
that the advantages of Al also hide underlying problematic aspects, which can be harmful to
users and that need to be resolved to ensure a responsible and productive use of Al.

Al systems and technologies have important limitations and these require careful consideration
in the design and use of Al. Al is data-driven but designed, built and used by people: as
individuals, as organisations and as society as a whole. All of these are sources of “imperfections”.
Data can be incomplete, unrepresentative and biased. People, organisations and societies can be
biased, unfair and discriminating in their behaviour, decisions and beliefs.

It is no news anymore that these problematic aspects have found their ways into Al systems we
build and use. They are sources of problems that can cause societal harm and prevent a
productive and beneficial use of Al. Al systems have been found to mirror existing historical,
cultural, gender, economic and political inequities (e.g. Bolukbasi et al.,, 2016; Lambrecht &
Tucker, 2019), unless explicitly designed not to do so. Deep learning has been criticized for
inducing a false sense of certainty in the accuracy of its results (Guo, 2017; Buschjager et al.,
2020). The use of Al can intensify discriminatory practices (Dastin, 2018; Raghavan et al., 2020;
Hill, 2020) or reinforce existing human biases such as confirmation bias (Nickerson, 1998) and
social phenomena such as herding (Michael & Otterbacher, 2014; Raafat et al., 2009) and
echo-chambers (Garrett, 2011; Quattrociocchi et al., 2016). This can intensify polarization of the
public discourse (Adamic & Glance, 2005; Del Vicario et al., 2016; Del Vicario et al., 2017) and
contribute to the spread of online manipulation and misinformation (Del Vicario et al., 2016;
Vehof et al.,, 2019). Such potential harms of Al pose a fundamental challenge to democratic
societies because they can decrease trust in fair treatment and in the transparency of democratic
processes.

Research has already been addressing some of these problems in different ways: de-biasing Al to
prevent discrimination (Raghavan et al., 2020), providing explanations of Al results (Abdul et al.,
2018; Biran & Cotton, 2017), creating guidelines and certification mechanisms for trustworthy Al
(Al HLEG, 2019; Brundage et al., 2020). But many of these problems cannot be solved purely
technologically, as they also stem from the lack of personal and societal experience with Al and
from the biases of social contexts in which Al is designed and used. To fully address them, we
need to understand Al systems as socio-technical systems. Systems that are designed, built and
used by people in different social contexts (e.g. individual, organisational, societal) that
co-determine their interpretation and understanding, the nature of their use and the
consequences thereof.

How people conceive of Al, to what extent they understand its limitations, strongly
determines how they will perceive the results of Al systems and any possible consequences
of their use. It is not only the general public that often relates Al to a “mystical” intelligence
from SciFi movies, unaware that Al is present in many daily activities they perform, such as
browsing on the Internet or in the feeds of their social networks. Misconceptions about the
nature and the behaviour of Al systems are also held by decision-makers or policy-makers
when they make decisions that affect individuals and society alike .
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This is largely due to the complex and hidden properties of Al behaviour that are neither
readily observable nor easily understandable for people, while influencing the effects of Al on
individuals and society (e.g., radicalization on YouTube (Kaiser & Rauchfleisch, 2018; Ribeiro et
al., 2020), the rabbit hole effect (O’Callaghan et al., 2015), privacy risks (Larson et al., 2017),
health and public safety (Whittaker et al., 2018)).

What the data-driven and probabilistic nature of Al technologies imply for their results and the
unintended effects of their use is hard to intuitively understand. The misconceptions of Al and
the lack of an underlying understanding of the behaviour of Al systems lead to wrong
expectations and unreflected use. This threatens the productive use of Al to the benefit of
individuals, organisations and the society as a whole.

The notion of Reflective Al therefore calls for the investigation and development of new
approaches that can enable a more reflective use and design of Al that empower people and the
society at large to harness the benefits and avoid the potentially harmful effects of Al.

Addressing this challenge requires novel approaches that acknowledge but go beyond the
existing technological solutions (e.g. explainability, de-biasing, fairness, trustworthy Al) by
understanding Al systems as socio-technical systems and by increasing the capabilities of
people and societies to productively reflect on the nature and consequences of their use of
Al.

We thereby understand the term of Reflective Al as a broad umbrella connecting different
challenges and research directions that are required to reach its goals. Some of the guiding
questions that have informed our initial conception of the problem and solution space of
Reflective Al include (but are not limited to):

1. How can we enable people to develop an appropriate experiential understanding of Al
that enables them to reflect on their use of Al and its personal and societal impact?

2. How can we design environments that encourage critical reflection on the behaviour of
Al systems, their results and the information they mediate?

3. What else is needed so that Reflective Al effectively leads to more responsible use of Al
allowing people and societies to harness its benefits and prevent harm?

4. What normative understandings and problems from the social, ethical and democratic
perspectives should be considered when defining the notion of reflective information
processing and enabling Reflective Al solutions?

1.1 Purpose and goals of the report

This report seeks to map out a variety of perspectives from different scientific disciplines,
research areas and societal actors, as to what constitutes the main problems and challenges,
possible solution approaches and promising research directions for the idea of Reflective Al.

The wide scope of our notion of Reflective Al is deliberate. It seeks to provide a broad frame of
orientation that can help relate and connect the many different disciplines and research areas
whose contributions will be required to address this challenge that is transdisciplinary by its very
nature. Instead of defining the problem in terms of the perspective and knowledge of a specific
discipline, we ask: what perspectives and knowledge need to be brought together to understand and
successfully address the challenges that are highlighted by the notion of Reflective Al?



Against this background, this report presents the insights and findings of the planning grant
project Reflective Al funded by the Volkswagen Foundation and of its outreach to a broader
community of researchers, practitioners and societal stakeholders.

The original project grant involved three partners: the European Institute for Participatory Media,
Radboud University and the Technical University Dortmund. However, in order to expand the
range of perspectives the project has reached out to a broader research community and societal
stakeholders.

In an online workshop “Reflective Al in a digital society” in May 2020 we brought together
researchers and practitioners from academia and industry from a wide range of fields: from
Artificial Intelligence and Machine Learning, HCI and Interactive Systems to Computational Social
Science, Communication Science, Education and Philosophy. This was accompanied by a series of
expert interviews to elicit views and insights from even a broader range of practitioners and
stakeholders from public organizations and companies, online media platforms and journalists,
schools and universities, and from specific fields of research (e.g. Al literacy, human-centered Al).

Workshop participants have been invited to contribute to parts of this report and those who
have provided such contributions have been included as co-authors. Participants who didn't
provide contributions to the report directly, but participated in the workshop have been
acknowledged as workshop participants. All experts and stakeholders who took part in the
interviews and reviewed the report have also been acknowledged in the list of consulted experts.

This report thus synthesizes the main findings from this explorative and collaborative,
transdisciplinary process to map out the theme and research directions of what we see as an
emerging field of Reflective Al. We hope that this can provide an impulse for new approaches in
research and practice on achieving the vision of empowering a responsible use and design of Al
that harnesses its benefits and avoids potential harm.



2. What is Reflective Al and why is it needed?

This chapter describes and motivates the notion and vision of Reflective Al in more detail and from
different perspectives. What are the main problems and challenges it addresses and why is it needed?

The attention to the challenge of ensuring that Al technologies are used in a safe and
responsible way that prevents harmful individual and societal effects is not new. Already in early
Al research, societal and ethical issues have been pointed to: e.g. from the expectations and
premises associated with different visions of artificial intelligence (Weizenbaum, 1976; McCarthy,
1979; Versenyi, 1974; Pana, 1973), to explainability of expert systems (Clancey, 1983), to social
implications and ethical challenges in specific domains (e.g. Boden, 1978; Szolovits & Pauker,
1979; Lusted, 1978; Croy, 1989).

More recently, a number of research perspectives have been formulated that emphasize different
challenges and solution approaches to ensuring a safe and beneficial use of Al in society. This
research has been referred to under many different themes and approaches, from Responsible Al
(Dignum, 2017; Fjeld et al., 2020) to Explainable Al (see reviews in e.g. Arrieta et al., 2020; Biran
& Cotton, 2017; Abdul et al., 2018; Langer et al., 2021) and Trustworthy Al (Al HLEG, 2018;
Chatila et al., 2021; Brundage et al., 2020), to most recently Al Literacy (Long & Magerko, 2020).

Our notion of Reflective Al shares the underlying concerns and some premises of these
perspectives but it also differs in a specific focus that we see as underrepresented. In the next
sections we first review common risks and harms of an unreflected use of Al and the approaches
of the above perspectives on ensuring a safe and responsible design and use of Al. In doing so
we highlight the relation to and differences to our notion of Reflective Al

2.1 The risks and harms of unreflected use of Al

In the last decade there has been a rising awareness about the advantages of Al hiding
underlying problematic aspects, which can be harmful to users as individuals and the broader
society alike.

This starts already with what one could consider mundane daily activities which people perform
without a second thought. For instance, many of our everyday actions are supported by
recommender algorithms predicting what music we like, which shows to watch, what news feeds
to read and what items to shop next (Konstan & Riedl, 2012a,b). Such recommender systems are
effective Al tools that help users to overcome information overload, though some worries have
been voiced that they might lead to filter bubbles (Pariser, 2012) by intransparently limiting the
content and information to which users are exposed.

Moreover, as business models of online companies are often based on captivating users to spend
as much time as possible with their content, the design of such algorithms can be biased towards
artificially keeping users attention, not aligned with the actual value for the user (e.g. so-called
clickbaiting (Potthast et al., 2016)). This might also occur inadvertently, for example, as Neil Hunt
argued in his keynote at REcSys 2014 the Netflix's otherwise effective recommendation
algorithm might in some cases actually be reinforcing binge watching rather than adding value for
the user™.

Perhaps even more pressingly from the perspective of societal consequences, Al systems can
reinforce existing human biases such as confirmation bias (Nickerson, 1998) and social
phenomena such as herding (Michael & Otterbacher, 2014; Raafat et al., 2009) and
echo-chambers (Garrett, 2009; Quattrociocchi et al., 2016). In this context, echo-chambers are
defined as ideologically homogeneous online spaces of like-minded individuals where people
reinforce each other's beliefs which results in attitude polarization (Adamic & Glance, 2005; Del

! https:/youtu.be/IYcDR8z-rRY (from 56:00 on)
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Vicario et al. 2015; Del Vicario et al., 2017). The idea of echo chambers is based on two main
components: 1) algorithmic curation through which people only get recommendations for types
of information they have previously engaged with and/or liked and 2) selective exposure - a
behavioral aspect that points towards the tendency among people to group together with
like-minded others (Cardenal et al., 2019; Wollebaek et al., 2019). Some scholars have pointed
out that echo chambers threaten a healthy public life by increasing group polarization (as echo
chambers are devoid of attitude-challenging content, Bakshy et al., 2015), audience
fragmentation and the circulation of fake news (Cardenal et al., 2019).

YouTube is a prominent example of a social network where Al recommendations can push users
further down the “rabbit hole” of right wing radicalization (O’Callaghan et al., 2014). Ribeiro,
Ottoni, West, Almeida and Meira (2020) investigated the so-called radicalization pipeline on
YouTube by analysing over 300,000 videos from channels of the Intellectual Dark Web, Alt-Lite
and Alt-Right. They found that these three groups increasingly share the same user base, that
users migrate from milder to more extreme content (users that initially comment only on IDW or
Alt-Lite content later comment on Alt-Right content), and that alt-lite content is easily reachable
from IDW channels and alt-right through both IDW and alt-lite channels through
recommendations. Through examples like this we see how behavioral patterns and cognitive
biases could be reinforced through the use of Al technologies, which - especially when
aggregated on a massive scale - can contribute to the development of extremist beliefs that are
harmful for democratic societies and public discourses.

Furthermore, recommender systems have been shown to mirror existing historical, cultural,
gender, economic and political inequities (e.g. Bolukbasi et al., 2016; Lambrecht & Tucker, 2019),
while deep neural networks have been criticized for inducing a false sense of certainty in the
accuracy of their results (Guo et al., 2017; Buschjager et al., 2020). The combination of these two
characteristics of Al technologies has been shown to have severe individual and societal
conseqguences, such as the intensification of discriminatory practices in recruitment processes. In
such scenarios Al algorithms might not necessarily recommend the most skilled candidates, but
rather candidates that fit the profile of people who have historically been more often employed
at a given company or position (e.g. men rather than women in the IT sphere) (Dastin, 2018;
Raghavan et al., 2020).

Racial and class inequalities rooted in historical data used for training recommendation
algorithms have already affected the access of people to medical health care (Strickland, 2019)
even when algorithms were specifically created to not take race into considerations in order to
avoid precisely such biases. Recommender algorithms could furthermore be biased when
assessing the defendant’s future risk for misconduct in the criminal justice system
(Chohlas-Wood, 2020), while incorrect results of facial recognition software have already led to
charging innocent people with crimes they didn’t commit (Hill, 2020).

A particularly problematic aspect arises when facial recognition Al technologies are based on the
pseudoscientific and very questionable theory of physiognomy - the notion that based on the
physical appearance of a given individual, conclusions could be drawn about their personality,
inner characteristics, sexual and political orientation etc. (for an overview see e.g. Bendel, 2018;
Fernandez-Martinez & Fernandez, 2020). Such “predictions” about an individual based on their
looks are also proven to be deeply racist in their origins (e.g. Belting, 2013; Campe & Schneider,
1996), nonetheless both commercial? and research projects® claim to have developed algorithms
that can tell whether someone is aggressive or a criminal solely by analysing their facial

2 https:/www.faception.com/
3 See the controversy around the research paper ““Automated Inference on Criminality Using Face Images”
(2016) by Xiaolin Wu and Xi Zhang of the Jiao Tong University in Shanghai.
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appearance. Some companies* are using facial recognition technologies and insist on being able
to assess personality characteristics of job applicants such as their openness, conscientiousness,
extraversion, agreeableness, and neuroticism based on their appearance in video materials
created for the recruitment process. As experiments have shown, the results of such algorithmic
assessments of human behavior can be influenced by factors such as whether or not the
applicant wears glasses or a headscarf, the brightness of their video, or even objects in their
background?.

These developments show that sensibilizing experts from different domains about the risks of
relying on Al recommendations without an understanding of and a critical reflection on how such
recommendations are produced and what ethical considerations should be taken into account
when designing (or deciding not to design) Al applications is a critical step in ensuring that Al is
used and developed responsibly.

Moreover, governments worldwide are increasingly relying on automated decision making
systems in domains such as immigration (Akhmetova, 2020) and allocation of resources such as
social, welfare and child care benefits (e.g. Henley, 2021). However, such systems are often
developed by private companies and not undergoing sufficient testing and controlling processes
before being implemented (Richardson et al., 2019), thus often resulting in discrimination against
already marginalized societal groups when it comes to access to public resources (e.g. Geiger,
2021; Lecher, 2018).

Finally, the advances in the development of Al technologies put a strong focus on concerns
surrounding the breach of individual user privacy, the surveillance capacities of such technologies
and the possible implications for civil liberties (e.g. Whittaker et al., 2018). Techniques that
“analyze video, audio, images, and social media content across entire populations and identify
and target individuals and groups” (Whittaker et al., 2018: 12) are used by private actors and
governments alike for large-scale data collection, while users are rarely aware of the fact that
such data is being collected.

As such, Al could pose a fundamental challenge to democratic societies by decreasing trust in fair
treatment and in the transparency of democratic processes. The question of auditing and
controlling the development and implementation of Al technologies, as well as the question of
training public servants to understand better, not overtrust and be able to audit Al-based
decision making systems is thus ever more pressing.

With the growing awareness of such problems in the Al research community many shortcomings
of current Al designs are being addressed in research (e.g. de-biasing datasets and algorithms
(Raghavan et al., 2020), developing fairness models for Al (Zhang et al.,, 2020), providing
explanations of Al results (Sokol & Flach, 2018), certification mechanisms for Al algorithms
(Kulesza et al., 2013; Normann, 1983).

However, rather than being solvable through technology alone, both harnessing benefits and
preventing potential harms of Al depends on a complex interplay between technology, individual
behaviour, organizational and societal dynamics and governance. As the above examples
illustrate, the risks and harms of Al can stem both from problematic technological designs, as
well as from the lack of awareness of end-users and societal stakeholders about potential
consequences of an uncritical application of Al and unquestioned reliance on its results.

4 https:/www.retorio.com/
5 For more information see the investigative project of BR24:
https:/web.br.de/interaktiv/ki-bewerbung/en/
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2.2 Main research perspectives on ensuring a safe and responsible use of Al

Against this background, various perspectives have been formulated that emphasize different
challenges and solution approaches to ensuring a safe and beneficial use of Al in society. The
notion of Responsible Al has developed into an umbrella term for describing guiding principles
that should be adhered to in order ensure a “safe, beneficial and fair use of Al technologies to
consider the implications of morally relevant decision making by machines, and the ethical and
legal consequences and status of Al” (Dignum, 2017: 4698).

While different authors and societal actors (e.g. research and academia, companies, NGOs,
governments) have proposed somewhat different governance frameworks for ensuring a safe and
responsible use of Al they all tend to share the emphasis on ensuring that the design,
implementation and use of Al considers ethical aspects in accountable and transparent ways and
that it is aligned with moral, societal and legal values (e.g. Dignum, 2017; Telefénica, 2018; Rao et
al., 2019; Eitel-Porter et al., 2021).

The findings of a recent study (Fjeld et al., 2020) of 36 different published frameworks suggest
that meanwhile a consensus has emerged around a shared set of guiding principles for
Responsible Al that include: privacy, accountability, safety and security, transparency and
explainability, fairness and non-discrimination, human-control of technology, professional
responsibility, promotion of human values.

The work on ensuring transparency and explainability of Al systems under the umbrella of
explainable Al (Arrieta et al., 2020; Biran & Cotton, 2017; Abdul et al., 2018; Langer et al., 2021)
directly relates to supporting a responsible design and use of Al by investigating how Al systems
and their results can be made more explainable or interpretable for different types of users (see
e.g. Wang et al., 2019 for an overview).

Thereby, a number of research contributions have focused on the technical aspects of explaining
the reasons behind the results of complex Al algorithms that are difficult to understand for
non-experts. More recently, explainability research has been more specifically motivating the
desired types of explainability with the requirements related to the principles of responsible Al
(e.g. Rudin, 2019; Arieta et al., 2020; Langer et al., 2021).

Introducing explainable Al in organizations currently tends to be motivated by legal
accountability (e.g. Bhatt et al., 2020) and can help implement safeguards for non-discrimination
and fairness, e.g. by making it easier to interpret and assess system behaviour, which can in turn
facilitate more conscious design and implementation practices (ibid.). The underlying assumption
of explainable Al is that by making results and (sometimes) the functioning of Al algorithms
explainable and interpretable to users, this can make the use of Al safer. Explanations are
expected to increase the capacity of the users to correctly interpret the meaning of Al results,
assess their reliability and take decisions that are aligned with ethical, organizational and legal
requirements.

Trustworthy Al aims at ensuring a safe and responsible use of Al by making it verifiable that Al
systems actually adhere to their stated goals, values and overall principles of responsible Al. This
can occur through methods and mechanisms that developers themselves can apply to describe
and verify “claims about Al development, with a focus on providing evidence about the safety,
security, fairness, and privacy protection of Al systems” (Brundage et al., 2020: 1).

Moreover certification approaches are being pursued that describe which properties of Al
systems should be certifiable (e.g. fairness, transparency, reliability, safety, privacy), how this
could be achieved and communicated (e.g. through certification labels) to ensure trustworthy Al
implementations (Chatila et al., 2021; Cremers et al., 2019).



Most recently, attention has been developing towards another part of the equation that has
received little attention: what would users need to know in order to use Al effectively, safely
and with a critical mind? And how can we support end-users learning what they need to
know about Al to achieve that (Long & Magerko, 2020)? These questions are at the core of
our notion of Reflective Al.

Existing work addressing these questions has so far been relatively rare and scattered. It has
mostly focused on different forms of education approaches that aim at teaching the basics of Al
to non-technical audiences®, underrepresented audiences’ or school children (e.g. Zimmer, 2018;
Druga et al., 2019; Khan & Winters, 2017). In order to inform the development of suitable
approaches, some HCI research has been increasingly looking into how people conceive of and
make sense of Al from the perspective of explainability (Abdul et al., 2018).

The most comprehensive approach up to date is a recently proposed conceptualization of Al
literacy “as a set of competencies that enables individuals to critically evaluate Al technologies;
communicate and collaborate effectively with Al; and use Al as a tool online, at home, and in the
workplace” (Long & Magerko, 2020: 2). It proposes an initial set of competencies that people
should acquire to become Al literate, derived from an extensive literature review. It also provides
a set of recommendations for Al developers on how to incorporate these considerations into the
design of Al systems. This highlights one area that has so far received little attention in the
existing approaches under the umbrella of responsible Al, explainability and trustworthy Al.

Our notion of Reflective Al could thus be considered as a specific perspective on the broader
concept of Al literacy. The guiding questions and goals of Al literacy are also at the core of the
concept of Reflective Al. However, we see them as a “missing link” between the guiding
principles and regulatory guidelines of responsible Al, the efforts at making Al more
explainable and the certification mechanisms of trustworthy Al.

In addition to the closely related goals and questions, the perspectives of Al literacy and
Reflective Al share some of the envisioned competencies (e.g. “Recognizing Al”, “Understanding
Al strengths and weaknesses” (Long & Magerko, 2020)). However, the Reflective Al approach
differs in two main ways. First, we focus more specifically on what exactly the users should be
able to critically assess about Al: e.g. understand potential individual and societal harms and
what they result from. Second, it differs in defining what it is that people would need to
understand about Al (e.g. hidden properties of Al) in order to be able to productively reflect on
its use and effects .

Perhaps the biggest difference is that the proposed set of 16 competences for Al literacy seems
geared toward the notion of competences as commonly found in formal academic education: e.g.
“Competency 7 (Representations) - Understand what a knowledge representation is and describe
some examples of knowledge representations” or “Competency 9 (ML Steps) - Understand the
steps involved in machine learning and the practices and challenges that each step entails” (Long
& Magerko, 2020: 6).

In contrast, the notion of Reflective Al emphasises the need to develop an experiential
understanding of what constitutes the special nature and properties of Al, what kind of
individual and societal implications (e.g. harms) they can carry and what that implies for
ensuring a safe and responsible use of Al both for individuals and the society as a whole.

¢ A prominent example would be the international course Elements of Al: https:/www.elementsofai.com/
7 Such as the initiatives AI4All ( https://ai-4-all.org/ ) or Ready Al (https:/www.readyai.org/)
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2.3 The need for a Reflective Al

Our notion of Reflective Al calls for the investigation and development of new approaches that
enable a more reflective use and design of Al that empower people and the society at large to
harness the benefits and avoid the harmful effects of Al.

We propose that in order to achieve that, in addition to the concerns and principles of the
existing approaches to responsible use and development of Al, it is necessary that we cross the
experience gap. The experience gap is the difference between the experience that people have
with Al on a day-to-day basis and the experience that they need in order to understand Al at
the level necessary to enjoy its benefits and avoid its dangers.

Why does this experience gap (still) exist? The reasons are manifold. To start with, in spite of a
widespread presence of Al in professional and everyday life it is still difficult for people to both
recognize the use of Al in the different systems, and to understand the implications thereof
(Eslami et al., 2019; Eslami et al., 2015). Systems using Al often don'’t present themselves as such
and the consequences of that for what they do.

Historically, the underlying principles, properties and behaviour of Al are much different from
digital systems people have become accustomed to. The probabilistic nature of Al mechanisms
and the consequences of that compared to more deterministic systems are hard to fathom. The
much discussed intransparency of many Al systems and algorithms (“black boxes”) causes
further difficulties for users to understand the nature of systems they are dealing with.

As a result, people form misconceptions of both Al as such, as well as of systems in which Al
is used in ways not directly discernable for them or that are too complex to be understood
without technical knowledge (Eslami et al., 2019; Burrell, 2016).

For example, many ubiquitous online platforms are often perceived as platforms for
information access, content sharing or social interaction (e.g. Google, YouTube, Facebook)
without an awareness of the underlying Al algorithms and their implications (Eslami et al.,
2015). This makes it difficult for people to correctly “categorize” their experiences with such
systems and leads both to the lack of prompts for the necessity to reflect on their use and to
the lack of support to do so.

Although awareness is growing about the need to alert the users about the presence of Al (see
e.g. Fjeld et al., 2020), the implementation of this requirement in the design and provisioning of
Al systems in practice is still far behind. This is further aggravated by the widespread tradition of
“seamless design” of interactive systems that hides the complexity and underlying system
mechanics from users as a premise of a frictionless and enjoyable experience (Hamilton et al.,
2014; Weiser, 1994). Although the appropriateness of this paradigm and its potentially harmful
consequences have been questioned in HCI research itself (Inman & Ribes, 2019; Hamilton et al.,
2014), the seamless design tradition remains largely unchallenged in business practice.

More importantly, while a large body of research on explainable Al has investigated possibilities
for explaining the reasoning of Al systems and the results they produced to users, existing
approaches largely assume that this can be achieved without understanding the underlying
fundamental principles and properties of Al itself. Another view is that while the reasons for
specific Al results might be explainable or even directly interpretable (Rudin, 2019), the
underlying workings of the employed Al models cannot be explained because they are too
complex for non-experts to understand.



A key challenge that we see is that there are fundamental principles and properties of Al that
need to be understood by users of Al systems in order to form an appropriate image (a mental
model) of the system they are using and thus appropriately understand the nature of its
outputs. The crucial problem is that these fundamental properties of Al are commonly hidden
from users and cannot be directly experienced via casual interaction.

For example, many Al methods are based on complex statistical models and probabilistic
reasoning and involve non-linearity and uncertainty, phenomena that are difficult to grasp and
understand intuitively for non-experts. Many Al methods are sensitive to minor variations of
input that can lead to big changes in the results. This can lead to misplaced trust in the reliability
of Al results - that is difficult to fix with individual explanations without an underlying awareness
of the extent of their importance. The effects of Al also accrue over time and at large scale, often
through gradual changes that are not directly perceptible for users (e.g. changes in attitudes due
to exposure to recommendations of specific content).

Since most people only experience a small fraction of the behaviour of an Al system that tends
to be highly dependent on users preference profiles and patterns of interaction, it can be
difficult to perceive or understand potential harms caused by their indiscriminate use (e.g. how
recommender systems can lead to radicalization or exacerbate polarization) .

The ability of Al to protect users, for example, in their privacy, is also not directly observable.
This leads to wrong assumptions e.g. about the inevitability of surrendering large amounts of
personal data as a condition for system use. This directly constrains the possible realizations of
the principle of autonomy for the users of such systems.

Moreover, there is an inherent trade-off between conscious effort needed by users to actively
analyse and reflect on the behaviour of a system in use, compared to efficiently achieving their
purpose (e.g. finding information, taking a decision, being entertained). Existing approaches to
explainability largely focus on static explanations that aim to explain how a given system has
produced a specific result (Adabi & Berrada, 2018). But this cannot adequately support the
understanding of essential properties of Al systems, the lack of which aggravates many of the
observed negative personal and societal effects of indiscriminate use of Al and hampers its
responsible uptake and beneficial use (see Section 2.1).

Due to the lack of possibilities and occasions to experience and reflect on the main properties of
the behaviour of Al systems and the consequences thereof, few people have thus developed
appropriate mental models of Al systems.

What mental models people have of Al and how these are constructed is still not well
researched, although the work on these issues is picking up (e.g. Hernandez-Bocanegra &
Ziegler, 2021; Alizadeh et al., 2021). However, little work has yet been done on how the
development of more suitable mental models could be supported - including the possible
consequences of the existing misconceptions.

Since most people lack suitable mental models of Al systems, an overall idea of how Al systems
work and of their possible personal and societal impacts (a kind of experiential knowledge of Al),
they are unable to critically assess their results and reflect on the effects of their indiscriminate
use. This makes it not only difficult to develop a more conscious, reflective practice in their use
of Al, but also decreases their ability to act as responsible citizens e.g. by weighing online
information, making informed judgments and counteracting the polarization of online
communication.



Making Al systems understandable for laypersons is particularly difficult due to the nature and
complexity of underlying algorithms that are often difficult to interpret and understand even for
Al experts. However, we argue that people do not need to achieve expert-level understanding of
Al, but an experiential understanding of its essential principles and properties. Such an
understanding of Al would allow people to decide for themselves which role they allow Al to play
in their personal lives. Informed citizens are necessary in order to participate in the required civic
discourse about governmental regulations of Al.

The notion of Reflective Al that we propose asks us to adopt a holistic approach regarding
both what people need to learn about Al systems to develop better mental models i.e. an
experiential knowledge of Al and to be able to use Al safely and responsibly, as well as how
this can be done and supported.

It emphasises that while important, it is not enough to provide people with notifications about
the presence of an Al system, the explanations of its results and information about purely
functional affordances of Al technologies. Rather, we propose that there is a great need for
enabling people to develop an understanding of key principles and properties of the ways in
which Al systems operate and to be empowered to reflect on potential personal and societal
implications of the use of Al in different contexts.

However, at the same time, as researchers and designers of Al systems we need to better
understand what makes it difficult for people to develop this kind of understanding and
capacity for reflective use. We need to better understand what should constitute this kind of
understanding: what should people know and understand about Al in order to be able to
enjoy its benefits and avoid harms? And we need to find out how we can design Al systems,
learning environments or interventions that provide opportunities for people to develop such
kinds of understanding.

In line with the overall approach of Responsible Al, such a notion of Reflective Al recognizes that
ensuring this cannot be achieved by focusing alone on the end-users and researchers. Rather it
requires the awareness, action and collaboration of different actors at different levels of society,
beyond education and research. Companies that apply, develop, implement, and provide Al also
carry the responsibility for addressing these needs and challenges in the design and provision of
their products and services.

From the perspective of Reflective Al this also calls for regulatory frameworks to make sure that
people using Al can have the occasions and means to experience and reflect on the properties and
effects of the behaviour of Al systems (e.g. obligatory training courses for specific areas of Al
application) in order to support a reflective use that can prevent personal and societal harms.



3. What do people need to understand about Al
to use and govern it responsibly?

This chapter discusses the public perception of Al technologies, (mis)conceptions and concerns about
Al that can hinder its reflective and responsible use. It focuses on the main needs that should be
addressed in order for people and communities to be able to harness the benefits and avoid the
negative effects of Al technologies.

We propose that increasing a reflective use of Al can only be successful as a joint effort, a
shared responsibility, between the designers and developers of Al algorithms and systems
that use them, the companies and organisations that employ or provide such systems, the
end-users and (inter-)governmental actors providing the required regulatory frameworks.

Accordingly, we distinguish between three different levels of analysis and types of actors
throughout the chapter: end-users (individuals or the general public broadly), Al developers and
designers (in companies, organisations and research) and those responsible for the regulation of
Al technologies (states, public institutions, supranational structures).

Each of these groups of actors has a different level of responsibility when it comes to the
outcomes of Al technologies and needs to overcome different problems when dealing with Al.
The chapter summarizes insights from existing literature and research on the topic, as well as the
results from expert and stakeholder interviews conducted in the course of the Reflective Al
project.

3.1 End-users & broader public

Understanding public and end-user perception about Al technologies is important for two main
reasons. On one hand, public concerns about Al can translate into regulatory activity with
potentially serious implications (Al100, 2016). But also (mis)conceptions about what (existing) Al
technologies are capable of could lead to user neglect of already existing risks of using Al
technologies such as overtrusting the Al decision-making processes (Howard, 2020), data
security breaches, creation of eco-chambers, filter bubbles and similar. Even if the topic is of high
relevance, there are surprisingly few empirical studies or research on the public perception of Al
technologies and most of the available empirical data comes from polls that measure recent
attitudes towards Al technologies (BSA, 2016; 60 Minutes/ Vanity Fair Poll, 2016).

Despite the sharp increase in discussions on Al in popular media outlets since 2009 and the
overall more optimistic public perception about such technologies (Fast & Horvitz, 2017), there is
an ongoing trend outlining specific concerns that people have such as the fear of loss of control
of Al (ibid.), ethical consideration about the lack of ability of Al technologies to integrate moral
judgements in the decision-making processes (ibid.) and the fear of job losses to Al in the near
future (BSA 2015).

3.1.1 Demystifying Al

These and similar empirical findings were echoed in the expert and stakeholder interviews
conducted within the Reflective Al project. The majority of the interviewees indicated the need
for Al technologies should be demystified in the public imagination. Al technologies are often
simplistically referred to either as simple automated devices or as a powerful controlling and
self-learning phenomenon from the near future (Alizadeh et al, 2021), but there is little
understanding about how such technologies are already in use and influence different aspects of
our everyday lives (e.g. HubSpot Global Al Survey, 2016).



People are constantly interacting with Al-based technologies, but they are rarely aware of this
and do not always know how to distinguish Al technologies among other types of digital
artefacts. While people are afraid of robots taking over humanity in the future, other types of
problems of Al technologies that are manifesting themselves already go under the radar. As one
of our interview partners put it: “Al is like a magic beast - on the one hand, people have too many
expectations that it is very powerful, while on the other, such already existing technologies are not
taken seriously enough’”.

Part of this demystification is also the need for the end users to understand that Al systems are
neither distinct entities that can act independently, nor some neutral and purely technological
artefacts. There are deeper structural dynamics and power relations behind the creation of each
algorithm. Some of our experts pointed out during the interviews that a successful Al literacy
program for Reflective Al use should therefore not only consider the technological aspects, but
should also unveil by whom, why and with what end-goal the given algorithm has been
developed.

As already discussed, the fear of loss of human control over Al technologies has manifested itself
prominently in recent years (Fast & Horvitz, 2017). Therefore, one of the biggest emerging needs
that should be addressed is the question how to ensure that end-users understand the basic
principles behind Al technologies. Furthermore, there is the need to investigate how deep users’
understanding of such technologies should be so that they don't get overwhelmed by the
complexity. While there is a normative consensus that end-users should be able to understand
the outcomes of Al algorithms (e.g. Fjeld et al., 2020), our expert interviews suggest that it is
hard to explain the outcomes and the internal logic of the algorithms in an understandable, yet
not misleading or too simplistic way.

Existing approaches to making Al systems more explainable in use, while important in their own
right, are not well placed to empower people to achieve a broader understanding of Al systems
and the awareness of their possible effects. They largely treat this as a technical problem, or at
best a problem of individual cognitive reasoning about a specific result or a given system (see e.g.
Wang et al, 2019; Adadi & Berrada, 2018). They tend to neglect the role of social context in
which Al is used in spite of recent studies highlighting its importance (Eslami et al., 2016; Kou &
Gui, 2020). Thus, in Section 4 of this report we try to outline some more promising techniques
and directions that could be better suited to address these needs.

Furthermore, one fundamental question that arose from our expert interviews is whether or not
users are really interested in learning how Al systems work. Existing Al explainability approaches
tend to underestimate the inherent effort and willingness needed by users to consciously engage
into reflection on the results and the behaviour of an Al system while using it. This is in
opposition to users’ expectations of a frictionless and efficient use of such systems, whose very
purpose often consists in reducing cognitive complexity and helping users deal with information
overload (for frictionless design see Hamilton et al., 2014; Weiser, 1994; for information overload
see Koroleva et al., 2010).

To what extent people may actually consider explanations of Al systems and their results
strongly depends on their willingness and ability to do so, i.e. on their ability to reflect on their
use and experience of Al systems. Even when explanations are provided people may ignore them
if the given results contradict their existing beliefs (Knobloch-Westerwick et al., 2020). They may
still defer responsibility to an “intelligent” system as a coping mechanism for dealing with a
cognitively overwhelming task or because effortless use provides an immediate gratification
(Ryffel & Wirth, 2020).

Similar concerns were expressed also by the experts within our interviews. According to some of
them, there is only a very small number of interested users who would want to know more about
the way the algorithms work, while the vast majority of people will take the outcomes as they
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are. And this is not necessarily a problem if such technologies have been checked adequately in
advance. As one interview partner pointed out: “It should be like | am on a plane. | don’t know how
it works, but | feel safe, because people have checked it in advance, so | don’t need to understand how
exactly it functions”.

Others, however, see a threat in the fact that people expect digital technologies to be completely
accurate and cannot adequately comprehend the idea of systems being not 100 % accurate in
their estimations. This has the potential to lead to users overtrusting the results of the Al
decision-making (e.g. Howards, 2020) with potential serious or even deadly consequences for
them (Thornhill, 2020) as also shown in Section 2.1 of this report.

3.1.2 Operational principles and hidden properties of Al

In order to demystify Al technologies and enable end-users to understand them for what they
are, we recognize the need for key Al properties to be understood by users.

Specifically, there is a need to enable the development of appropriate mental models
(Johnson-Laird, 1980) that people have of Al systems, i.e., their internal mental representations,
an intuitive understanding of how the system works and behaves (Kulesza et al., 2013). Such
structural mental models influence how people interpret the behavior and the results of systems
they use (Normann, 1983). They guide users’ expectations, actions and behaviour based on their
experience with what they consider similar systems (Normann, 1983), as well as based on social
exchanges with others (Devito et al., 2018).

So far, we have identified five key properties of Al that need to be addressed so that people can
shift their mental models about Al in a more reflective direction that better grasps the reality
behind Al technologies: sensitivity, temporal effects, non-linearity, “birds-eye-view” and privacy.

Sensitivity

One key challenge we see is that the fundamental principles and properties of Al - and their
effects on individuals and society - cannot be directly experienced and observed in casual
interaction with Al systems. For example, Al is sensitive to minor variations of input (e.g. deep
learning, recommender systems), which users normally can’t observe and reason about: very
small changes in training data or user interaction can cause major differences in the results
(Jiawei et al., 2019). The reliability of such results thus needs to be carefully assessed, especially
when they can have major consequences (e.g. health, policing) and also when they can be
induced on purpose by manipulating the data in ways imperceptible to human users (e.g.
adversarial attacks, see Goodfellow et al., 2017; Moosavi-Dezfooli et al., 2016; Kurakin et al.,
2017; Papernot et al., 2017).

But this sensitivity and its consequences are not directly observable for users and are difficult to
convey through isolated explanations of a given result. This induces wrong mental models with
misplaced trust in results that can reinforce existing biases (Nickerson, 1998; Michael &
Otterbacher, 2014) and lead to harmful decisions (Hill, 2020).

Temporal effects

Even less observable to users are temporal effects of the use of Al systems. The effects of Al
accrue over time and at large scale and are thus difficult to discern and understand in individual
use. For example, it is difficult to observe and understand how gradually changing content
recommendations over time can impact one’s beliefs and ethical judgments (e.g. becoming more
polarized in online discussions or open to extremist views (Kaiser & Rauchfleisch, 2018; Ribeiro
et al., 2020). Changes in preferences, perceptions of oneself and of one’s social reality that are



highly mediated by online platforms using Al, often develop at the implicit level over time and are
thus difficult to consciously recognize.

Non-linearity

The related non-linearity of Al models is another property of Al that most people don't have a
natural intuition for. Grasping the nature of exponential growth that stems from non-linear
phenomena is intuitively difficult because we are not used to experiencing phenomena that
change very quickly in very short time. In a similar way, it is difficult to understand that a few
clicks on personal recommendations can lead to completely different content than what one
would normally be exposed to or deem acceptable and get oneself quickly absorbed into (the
“rabbit hole” effect (O’'Callaghan et al., 2015)). This makes it even more difficult for users to
develop an awareness of the need for a more conscious use of such systems or of the need for
societal regulation of their design, implementation and acceptable modes of use.

Birds-eye view

In addition, in Al systems each user commonly experiences only a small portion of a system’s
behaviour and its results, as these are often highly dependent on personal preference profiles
and users’ history of interaction with the system (Hamilton et al., 2014). A “birds-eye view” that
would make system behaviours experienced by many different users and the effects that these
entail observable is not available to normal users. That makes it difficult for people to develop an
awareness and understanding of how the underlying properties and behaviours of a system using
Al technology may be related to harmful personal and societal effects (e.g. misinformation
(Fourney et al., 2017; Allcott et al., 2019; Hassan, 2019; Fernandez & Bellogin, 2020), online
radicalization (Ribeiro et al., 2020)). Thus there is little motivation and few possibilities for people
to reflect on their assumptions and the behaviour of the underlying Al systems while using them.

Privacy preservation

Last but not least, a complex issue underlying all Al systems is how they deal with privacy
preservation. The EU GDPR regulation has forced providers to disclose how a system collects,
processes and uses personal data of the users, but this information and its implications are
difficult to understand. Most critically, how Al systems can be designed and applied in privacy
preserving ways, as alternatives to data-greedy approaches are unknown to most users. This leads
to a false sense of inevitability of surrendering personal data as a trade-off for effective use -
often a false dilemma resulting from biased system design choices (Larson et al., 2017).

There was a consensus between the different experts we interviewed within the Reflective Al
project that the level of responsibility that should be attributed towards the end-users should
be limited: users could be made aware of certain issues and risks with respect to the use of Al
technologies and they need to have some basic level of understanding of the workings of Al
algorithms. However, structural measures (e.g. ethical guidelines, regulation) should also be
put in place that make sure that Al is developed and applied safely and responsibly by the
developers and providers of Al technologies.

In addition to the outlined key properties and principles of Al technologies in the chapter, there
is thus a need for more research to what else should end-users, on one hand, and the different
societal actors such as Al designers and regulators, on the other hand, need to understand and
consider in their use, design and implementation of Al systems in practice.



3.2 Al developers and designers

While the previous section addressed what end-users need to understand about Al in order to
use such technologies in a reflective manner, we recognize that designers of Al systems should
also consider what makes it difficult for people to develop this kind of understanding and
capacity for Reflective Al use. We need to understand how we can design Al systems, dedicated
learning environments or interventions, that enable people and provide opportunities for people
to develop such kinds of reflective understanding of main Al and principles and properties.

Therefore, this section addresses the aspects that Al designers and developers need to
understand about users' needs or change in their work practices to be able to support the end
users better in achieving Reflective Al use.

One of the main aspects that was mentioned many times in the interviews is the fact that Al
developers and designers often also don’t understand entirely how the systems they are
creating make certain decisions. With increasingly more complex algorithms used to fulfill tasks
in all areas of life, the “black box” (Castelvecchi, 2016) predictive models can become so
complicated that no human can understand how the input variables are jointly related to each
other to reach the final output (e.g. Rudin & Radin, 2019).

This contributes to the fact that in many cases Al designers and developers can see the problems
they haven’'t considered during the development process manifesting themselves only
post-factum. Furthermore, this means that even Al designers and developers cannot always
sufficiently explain a given outcome of the algorithm which makes it even harder to explain it for
end-users who know almost nothing about the issue.

One of the interview partners specifically focused on UX designers who, according to him, often
have very limited understanding of what Al technologies are capable of and are therefore
perceiving them in a similar way as the end-users: as a sci-fi futuristic scenario and not as
something that is already implemented, used and needs to be understood and explained.

This claim is supported by research that finds that UX designers struggle with both conceptual
and operational knowledge of machine learning capabilities, limitations and data requirements, in
order to ideate realistic applications that address end-users’ needs and fit a particular context
(Dove et al., 2017; Dudley & Kristensson, 2018).

The UX designer group is particularly important because they are the connection between the
end-users and the Al developers and they are the ones who should link these two sides and
make the technology accessible and understandable for the users. Therefore, it is crucial that
designers are provided with the tools to understand how Al technologies function so that they
can later create patterns or guidelines that help users to navigate the systems.

The fact that many end-users perceive Al as something hidden and magical, and take the results
it provides at face value, is actually exacerbated by the currently dominant approach to user
experience design in commercial practice. Driven by the necessity to increase engagement and
conversions (the goal provided to by the management, see section 2.1), current UX designs tend
to consciously hide the complexities of the underlying system in order to make the process as
seamless as possible (Hamilton et al., 2014). Such designs nudge the customers to take the
recommendations at a face value and as a result buy the recommended products without
questioning the quality of the recommendation.

Including explanations into these processes is mainly done for internal purposes - e.g. for
machine learning engineers, who use explainability to debug the model itself (Bhatt et al., 2020) -
and not necessarily for the end users. Moreover, if one would want to include such explanations,
one would need to learn how to visualize uncertainty (e.g. see Holzinger, 2018), or explain to the
user that the recommendation is not 100% fitting for them, which in turn would most likely not
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result in a purchase. However, hiding this information from the users violates the basic principles
of UX and reflective Al design (outlined in section 4.1) such as understanding and controlling the
system.

Furthermore, many interview partners mentioned the fact that Al developers don’t have the
understanding or sensitivity that they are developing artefacts and technologies that can
profoundly influence the individual and public life, but rather think of their work mostly in terms
of optimizing the outcomes of algorithmic processes. According to some of the experts we
interviewed, the developers of Al technologies shouldn't only learn mathematical and
technological operations, but should have a curriculum that also integrates philosophical, ethical
and societal topics and issues for consideration. This also mirrors suggestions from recent
research (e.g. Saltz et al.,, 2019).

The same way doctors are being trained with the idea that their work will be influencing humans
and society in a dramatic way, Al developers should have a similar understanding of the
importance of their role and responsibility. As one of the interviewees put it: “We need to create a
level of awareness among developers by providing them with tools to evaluate the ethical implications
of their work, because so far they only want to optimize and increase the accuracy of the final results”.

Most of the interview partners see Al developers and designers as actors with very high
responsibility and ability to influence the development of Reflective Al technologies. Here they
don’t necessarily mean the individual designers or programmers, but rather the companies and
entities that are responsible for the creation and marketing of such technologies as a whole.

Some of the interview partners suggested that the efforts towards achieving Reflective Al should
start with the Al designers and developers by providing them with the right tools to understand
and reflect on their own position and responsibility. Others focus more on the need for better
regulatory systems and frameworks in the field of Al.

Finally, designers and developers of Al systems are often private actors and entities, even if in
some regions and contexts, states and public structures are also actively participating in the
development of such technologies (e.g. Europe, China). Given this, one of the biggest challenges
that many of our interview partners saw in the development of Reflective Al technologies is the
tension between the private interests - namely profit maximization - and the public good. For
example, many companies need a lot of user data to make their business models work properly,
thus data privacy is by logic contradictory to their own business goals and interests.

These inevitable contradictions within a market economy cannot be solved by the free market
alone. Even if some interview partners suggested that increased consumer sensitivity would push
the companies towards more ethical behavior and despite the attempts, especially in Europe, to
create a narrative that would link the ethical behavior and the increased customer trust with
higher profitability, almost all interview partners expressed the need of institutional public
regulations and guidelines that would effectively control the Al development process (more in
the following subchapter).

3.3 Al regulators

Most of the interview partners agreed that one of the very important levels of intervention in
order to guarantee the development of truly Reflective Al technologies and practices, is the
existence of adequate regulatory and legal frameworks. Institutions should step in, provide
standards and control the development and implementation of Al technologies before they are
made available for the end-users.

The main problem mentioned by many experts is the fact that public regulators are very slow
and often bureaucratic, due to the nature of their work, while the technological developments
are occurring at a different, faster pace. This speed discrepancy contributes to the fact the
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regulations and control come in place only after severe malfunctions and problems have
manifested themselves.

The need for a more democratic control over private enterprises that are developing Al
technologies was formulated as follows: “Governments should be able to access and audit the
process of Al technology development. If some of the developed technologies are not benefiting or are
even harming society, they should not be allowed on the market. These technologies should fulfill
certain standards. It is not possible to develop technologies that are 100 % discrimination and bias
free, but we shoould at leats try [...] We should have something like the equivalent of the German TUV
[periodic vehicle control] for Al technologies".

However, even if the prevailing perceptions of public institutions is as slow and badly prepared to
cope with the upcoming technological developments, there were experts who are closely
working with the public administration in Germany, who disagree with this view and see the
public administration as modern and adaptable, especially when given the right tools to deal with
the emerging digitalization trends. Therefore, a productive direction of research could be to find
ways to equip public servants with the knowledge and tools that would help them to understand
better Al systems in order to be able to control them better.

There are different ideas about which organisations and institutions should be responsible for
controlling the Al development process. While some of our interview partners point towards
governments and public servants, others are looking at supra-governmental structures such as
the EU or the UN. A promising development in this regard is, for instance, the recent European
Commission draft legal framework on establishing trustworthy Al within the Unioné.

A third group of experts addressed the need for establishing “new institutions” that are faster
and better equipped for the new technological realities and that could come from civil society.
However, the latter also acknowledge that civil society actors are still not well organized and the
efforts there are spread across many smaller entities which makes coordinated collective actions
harder. In this sense, one of the possible directions to go for would be to develop tools and
formats for civil society actors to organize better together.

8 Europe fit for the Digital Age: Commission proposes new rules and actions for excellence and trust in
Artificial Intelligence: https:/ec.europa.eu/commission/presscorner/detail/en/IP_21_1682
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4. How can we design systems and solutions that

support a reflective use of Al?

The previous section has highlighted what different types of actors should be able to understand about
Al in order to use it safely and responsibly, to harness its benefits and prevent harms. In this section we
turn to the question: how could the design of Al systems address these needs? To this end, we
propose concrete design considerations for Al systems to better support reflective use.

How could we design Al systems to enable end-users and stakeholders to better understand Al
and its consequences in order to use and govern it responsibly, harness its benefits and prevent
harms? We have asked that question in a workshop to an interdisciplinary group of researchers
from academia and industry; we have discussed it in expert interviews to a wider range of
stakeholders from research, education, companies, media and civil society initiatives; and we
have addressed it by investigating existing literature.

The insights presented in this section stem largely from the expert interviews, the
interdisciplinary workshop “Reflective Al in a digital society”, written contributions from some of
the workshop participants and from the subsequent analysis and ideas of the project partners.
When additional observations are included based on literature (or when literature corroborates
the findings from the workshop and interviews) this is supported with corresponding references.

Guiding principles for a responsible design and use of Al have increasingly been described in a
rising number of documents by different types of actors (for a review see Fjeld et al., 2020).
These describe high-level principles as normative requirements that Al should fulfill. Thereby a
growing consensus is emerging around a set of key themes (see Fjeld et al., 2020): privacy,
accountability, safety and security, transparency and explainability, fairness and non-discrimination,
human-control of technology, professional responsibility, promotion of human values.

These guiding principles for responsible Al are hugely important. But it is still a challenge to break
them down to operationalizable design considerations. We aimed to derive concrete design
suggestions that Al systems should consider in order to implement the requirements for enabling
a reflective use of Al (see Chapter 3), that we see as a “missing link” in current approaches.

Thereby, the need to demystify Al is an overarching prerequisite for a more reflective use of Al.
As discussed in Section 3, this holds both for general perceptions of Al by laypeople as well as for
misconceptions of different types of actors in using Al.

It is not only the general public that often relates Al to a “mystical” intelligence from SciFi movies,
unaware that Al is present in many daily activities they perform, such as browsing on the Internet
or in the feeds of their social networks. Misconceptions about the nature and the behaviour of
Al systems are also held by decision-makers when they make decisions that affect both
individuals and society.

In this section we thus discuss what should be accounted for in the design of Al systems to
enable the demystification of Al: to help users to develop a better understanding of Al systems
and their actual ways of operation - and to keep control of how their personal data are used
by Al. To this end, we propose design considerations for Al systems on three main levels:

e Transparency of Al presence (“Al inside”),
e Understandability of Al (“hidden properties”),

e Control over the use of personal data in Al (“privacy preserving Al”).




The following diagram illustrates the envisioned processes of experiential learning about key
hidden properties of Al described in detail in the following section. The left side of the diagram
summarizes the key problems with regard to users’ perception of Al (as described in Section 3.1),
while the right side of the diagram shows how these false perceptions could be challenged in
order to empower end-users to use Al technologies more reflectively (as outlined in Section 4).

m experience

Hidden
Misconceptions properties
about Al of Al

Reflective Al
playgrounds

Reflective
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Mental models of Al Re-shapes

Potential harms of
indiscriminate use of
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Diagram 1. Towards Reflective Al: End-users and experiential learning about hidden properties of Al.

4.1. Transparency of Al presence (“Al inside”)

Ensuring that users are aware of the presence of Al in a system they are using is a
fundamental prerequisite for demystifying Al and helping users understand its underlying
nature. This is currently missing in many systems, especially those used by the general public
as part of their everyday lives (e.g. Internet search, online social networks; see Section 2.2.2). A
simple solution, a well-visible “label” (e.g. “Al inside”) and/or an alert signalling the presence of
Al could already help as a first level of raising user attention.

An alert could notify the user if there is an Al algorithm working in the background, similar to
how the GDPR requires companies to inform the user that they are collecting their data and
which data is being collected. At the next level, users could be informed about the different
purposes for which Al is used in the system. As one of the interview participants mentioned:
“people have a right to access this layer, trying to pull back the curtain to give an idea what is going on
with their data, first step with people taking control”.

This would ensure a basic level of transparency of Al presence for any given system. It could be
achieved, for example, by showing an icon and then offering additional information about the
underlying Al system on-demand. This is important, because if users do not know that Al is
involved in the system they are using, what its capacities and limitations are, using the system
unaware can lead to personal and societal harms (see Section 2.1).

At the next level of attention, the system design should make it clear and transparent to the
users exactly which parts of the system functionality are based on Al and what effects this has
on the system’s results and behaviour. One solution could be to provide explanatory “tours” of
the system that explain its behaviour and the role of Al in it (and mandate it by regulation), similar
to the guided tours of main features that are already commonly provided to new users or after
system upgrades (“What'’s new”) by different kinds of software .

Extending such guided tours with a particular focus on the role and purposes of the usage of Al
in a given system could be done in a similar way. Another way to address this level of signaling
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could be achieved by marking specific functionalities where Al plays a role (e.g. an Al icon over
these functionalities) and adding short narrative explanations to them (e.g. like tool tips
commonly used to explain features of existing systems).

It is however unclear to which extent users would be willing to engage with this information and
how it should be presented, so that it is easily understandable for many different users.
Providing this information is also likely to increase the overall information load on users, who
thus might avoid considering it. These problems are similar to the provision of information about
the use of personal data mandated by GDPR with explanations and settings that are difficult to
understand and to use effectively (Sanchez-Rola et al., 2019; Utz et al., 2019).

How these different levels of signalling of Al presence should be best addressed, so that they
actually attract user attention, motivate them to engage with the presented information, avoid
information overload and make it easily understandable, are open research questions. Devising
suitable solutions could build on existing research in algorithmic awareness (e.g. Alvarado &
Waern, 2018; Eslami et al., 2015), human-Al interaction (e.g. Amershi et al., 2019) and persuasive
communication for behavioural change (De Wit et al., 2008; Moyer-Gusé, 2008; Novak et al.,
2018).

Moreover, the awareness of the presence of Al and the purposes of its use in a given system
shouldn’t be seen as a sufficient goal in itself. That is only a necessary first step, a prerequisite
for learning about what the system does, what for and how it uses Al and the consequences
thereof. This in turn is a prerequisite for sovereign usage and control of a system’s use by the
user (the principle of autonomy). And it is also a prerequisite for the users to be able to
critically assess and challenge system results and provide feedback to system developers and
providers.

To implement this approach it’s not only the challenges of understandability, user engagement
and information overload that need to be resolved. Whether the described kinds of information
will be willingly provided by the companies to the users is not entirely evident and companies
might not be motivated to do so. Revealing this information should be in the interest of the
companies themselves as it can increase users' trust in the Al system and its results, as well as in
the company itself. But as some interview participants described, many companies are “opaque
and secretive” and their services are designed in a way that the users should not be aware or
informed of what is happening in the background. So this kind of transparency would likely need
to be mandated by regulation.

The change in how Al systems are perceived by people is a profound challenge - it requires a
fundamental shift in the minds of users as well as in the attitudes of the companies.
Transparency of Al calls for revealing what sort of technology is being used in a specific case,
how it is used to benefit the individual and what the risks of this technology are.

Moreover, as highlighted in the interviews, a steep learning curve in understanding Al is expected:
“Once you have seen the explanations a few times, you don’t need them. When you have a new
customer, you can explain, but after a certain point, maybe they have gained trust in the system, and
don’t need explanations any longer” (as an interview participant put it). This suggests that the
explanations about the presence and purposes of Al provided at this first level of awareness likely
need to be scaffolded (Quintana et al., 2004; Jackson et al., 1998; Sharma & Hannafin, 2007) at
different levels of complexity. Rather than aiming at providing a full-sized understanding all at
once, they could lead the users to successively better understanding of what they need to be
aware of and understand in order to use the system competently, safely and responsibly.
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This raises the question of what kind of information and what kind of explanations could (and
should) be provided for this purpose. Moreover, in Section 3 we laid out why an understanding of
the implications of the use of Al in a system requires people to understand the underlying
principles and properties of Al that are normally hidden.

This leads to the following questions: How could the underlying operational principles and
normally hidden properties be exposed and made understandable to the users? How could
this be achieved so that users internalize this understanding in new, more appropriate mental
models of what Al is, how it operates and what benefits and risks it carries?

4.2 Understandability of operational principles, properties and risks of Al

Once the users are aware that there is an Al algorithm working in the background and for what
purposes it is used, they would need to be explained what the Al system does, how it does it and
which risks this may possess. This is the next level of user awareness of Al. How much and which
parts of the system to explain to the users, is still a question to be answered. It is not enough to
just inform people about the consequences of an unreflective use of systems employing Al (e.g.
the risks of overtrusting the system results when taking decisions, the potential effects on one’s
beliefs and perceptions; see Section 3).

If people are presented with information that contradicts their existing beliefs and opinions, they
are likely to refute it (Nyhan & Refler, 2010), as opposed to information that confirms what they
already believe in (the so-called confirmation bias). Similarly, as research in persuasive
communication has shown, a number of factors beyond the information content influence the
extent to which a given message (information) is ultimately accepted by a person (Naul & Liu,
2019). At the same time, narrative and entertainment education strategies can be a promising
approach for persuasive communication, if their design appropriately considers specific factors
that influence the likeliness of acceptance by the users (Moyer-Gusé, 2008; Slater & Rouner,
2002).

4.2.1 Explaining operational principles

In order to make the explanations of the risks and potential harms credible and comprehensible
to users, we have argued that it is essential that they also develop some level of understanding of
how the underlying Al algorithms actually work (Section 3.1) - let it only be in terms adapted for
laypeople. The mathematical principles and intricacies of Al algorithms can be difficult to
understand even for experts. But the main operational principles of many Al algorithms, their
conceptual logic, could be explained in terms suitable for laypeople without delving into the
mathematics behind them.

Devising such narrative explanations in ways that are understandable for laypeople but true to
the underlying operational principles of an Al algorithm is however all but trivial. For example, in
order to explain how a collaborative filtering algorithm works on a recommendation website, one
could explain the underlying conceptual idea of item-based recommendation in relatively simple
terms, as one of the interview participants mentioned: “We just count what you have been buying
before, compare it to other people and show it to you”.

But while this kind of explanation of a specific recommender technique is simply understandable
and doesn’t overwhelm the user, it also carries the risk of oversimplification. If that'’s all there is
to it, what's there to worry about? How can the risks associated with unreflective design and use
of recommender systems be then motivated and made comprehensible to the users (e.g. the
problem of clickbaiting, or the risk of radicalization on YouTube)?



This illustrates a major challenge: How to devise explanations of operational principles of Al
that are comprehensible for a wide-range of users, while sufficiently precise to set the ground
for understanding subsequent explanations of potential risks?

One way could be to start from explanations of the specific results and system behaviour that
the user can observe and expand these with narratives about their possible causes and
consequences. Using metaphors and visualizations to communicate these (e.g. Segel & Heer,
2010) could also help to make it easier for people to connect to existing concepts that they are
familiar with. This could also make users more motivated to explore and learn about the system
behaviour more closely, as opposed to getting them scared off by complex (often mathematical)
concepts that are usually part of Al algorithms.

But to provide such explanations that make the workings and consequences of Al systems
understandable to lay end-users and stakeholders, Al models need to be interpretable by design.
Research on explainable Al has given a lot of attention to finding ways to explain the results of
machine learning models that are normally opaque and difficult to interpret (“black boxes”). But
such post-hoc explanations of black box machine learning models are often unreliable and can be
misleading even for Al experts (Rudin, 2019; Rudin & Radin, 2019).

Research on interpretable machine learning has a long tradition, often under different names (e.g.
Holte, 1993; Freitas, 2014) that is easily overlooked in current developments. Recent approaches
such as representational learning have also shown how existing machine learning techniques that
are not interpretable (e.g. deep learning) could be re-conceived in ways that provide
interpretability by design (e.g. Wang & Rudin, 2015; Zhang et al., 2018). Such approaches are of
crucial importance for enabling a reflective use of Al, because interpretability is not only a
prerequisite for enabling end-user understanding. Ensuring interpretability by design is also
required for showing how the internal workings of Al models relate to both expected benefits
and potential risks. Uncovering and making such relationships observable is crucial for enabling
critical reflection.

An important aspect here is also to show not only the possible risks, but also the benefits of
using Al-based systems. As an interview participant put it: “For example, Youtube is dangerous, you
can get radicalized due to recommendations that show you more and more of the same stuff, but
empowering too, as you get education on a lot of stuff, very liberating, this could be something you
could leverage and try to bring people to be more interested in what is happening, by saying what is
good about jt.”

A certain level of adaptability to the needs and capabilities of different users could also be
provided with different levels of detail of explanations to choose from (e.g. mathematical details
on-demand). This would also align well with the scaffolding principle: allowing users to choose
different levels of difficulty or complexity of explanations as they gain more experience with the
system, as that has worked well in other domains (e.g. computer-supported learning (Jackson et
al., 1998; Sharma & Hannafin, 2007; Quintana et al., 2004)).

No matter how detailed, the explanations of Al behaviour should be relatable to the user, to
their current experience and current context. If the users can recognize how the explanation
actually refers to the results that they were shown (e.g. recommendations received) or the data
they provided, then the consequences and the workings of the underlying Al system are likely to
be grasped more easily and more willingly. Moreover, constructivist theories of learning
(Ackermann, 1996) suggest that explanations should be interactive and that users should be able
to have hands-on experience with the systems. Interactive recommender systems (He et al,,
2016; Jugovac & Jannach, 2017) and interactive machine learning (Dudley & Kristensson, 2018)
have shown to provide important benefits in users’ understanding of Al technologies.
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Explainability and interactivity go hand in hand, as interacting with an Al system will provide
more insights into its inner workings. Interactivity in such a way also benefits user trust and
acceptance (Schnabel et al., 2020). For example, users could explore what happens in the system
if they change some of its parameters. This could help to transfer the abstract concepts to actual
use cases as well as to increase the motivation of the user to explore the workings of the
algorithm. Actual learning from experience happens after people reflect on what they have had
experience with (Kolb, 1984). After interactively engaging with the system, users would not only
understand it better, but also be better able to consciously decide if they are willing to use the
system at all. As one of the participants mentioned: “In our data relation platform’, we show the
user before they donate their data what this data is about, we visualize it and let the user interactively
explore, before they decide if they want to donate his data, or not.”

Finally, as shown in Chapter 3.2, the complexity and uncertainty of Al results is often hidden in
order to simplify and make the results more easily accessible and usable for the users (e.g. using
recommendations to ensure conversions from visitors into paying customers). However, such
practices go against the principles of Reflective Al design that requires users to understand and
be in control of the technology they are using. Therefore, there is also an emerging need to
develop ways to make Al developers and UX designers aware of what the users actually
experience when they see the results of Al algorithms.

Accordingly, the user experience pipeline would benefit from being entirely rethought, so that it
not only explains in an easy and interactive manner what the system does, but also does not
result in overloading the users (Koroleva et al., 2010) which could refrain them from fulfilling
their goal (e.g. choosing and buying a suitable product). This is an important concern both for the
users themselves and for the companies that employ such Al systems.

Rather than considering Al transparency and explanations as an add-on, by rethinking the entire
user experience of Al systems, designers could develop novel ways to ensure explainability
without overloading the users. As one interview partner put it: “You can have a box with a dry
explanation, but the alternative is in the interface of the system, designers are so innovative in showing
content, so they can develop a solution which is interactive”. User experience designers could create
new design patterns to visualize and reflect uncertainty, which is pertinent to results of any Al
system, in a way that users understanding this information, can still make their own decisions.

4.2.2 Enabling users to learn about key properties of Al

In order for users to really grasp why and how Al systems can lead to specific risks and harms
they need to develop an understanding of key properties of Al that are normally hidden from
users. As summarized in Table 1, these include: the sensitivity of Al algorithms, non-linearity and
temporal effects, what we term the “birds-eye view” and the privacy preservation (see 3.1.2).

Key hidden properties of Al users should understand

Sensitivity Al techniques, e.g. deep learning (LeCun et al., 2015), recommenders
(Jannach et al., 2010), are highly sensitive: very small changes in training data
or user interaction can cause major differences in the results (Jiawei, 2019).
Sensitivity can have serious consequences not only in commonly assumed
cases (e.g. health, policing), but also broadly (Liu et al., 2019). By helping users
become aware of sensitivity we can correct mental models and avoid misplaced
trust in results that can reinforce existing biases (Nickerson, 1998; Michael &
Otterbacher, 2014) and lead to harmful decisions (Hill, 2020).

? This refers to the DataSkop project of AlgorithmWatch: https://algorithmwatch.org/en/dataskop/
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Temporal effects Effects of Al techniques accrue over time and at large scale and are thus
difficult to discern and understand in individual use. For example, it is difficult
to observe and understand how gradually changing content
recommendations over time can impact one’s beliefs and ethical judgments
(e.g., causing polarization in online discussions or openness to extremist
views (Kaiser & Rauchfleisch, 2018)). Allowing users to experience time-lapse
versions of Al could help them reflect on the dangers of temporal effects and the
related non-linearity of Al (e.g. the “rabbit hole” (O’Callaghan et al., 2015)),
leading to implicit changes in perceptions of social reality.

Non-linearity Grasping the nature of exponential growth that stems from non-linear
phenomena is intuitively difficult because we are not used to experiencing
phenomena that change very quickly in very short time. In a similar way, it is
difficult to understand that a few clicks on personal recommendations can
lead to completely different content than what one would normally be
exposed to or deem acceptable and get oneself quickly absorbed into (the
“rabbit hole” effect (O'Callaghan et al., 2015)). This makes it even more
difficult for users to develop an awareness of the need for a more conscious
use of such systems or of the need for societal regulation of their design,
implementation and acceptable modes of use.

Birds-eye view Al techniques have effects that are visible only from a birds-eye view. Each
user experiences only a small portion of a system’s behaviour and its results,
as these are often highly dependent on personal preference profiles and
history of interaction with the system (Hamilton et al., 2014). That makes it
difficult for people to develop an awareness and understanding of how a
system using Al may be related to harmful personal and societal effects (e.g.
misinformation, online radicalization (Ribeiro et al., 2020)). By offering the
bird’s-eye view, we could allow users to become aware of their overall impact on
issues such as misinformation and online radicalization (ibid.))

Privacy preservation Al techniques can be designed to protect user privacy but these possibilities
are largely unknown to users. This allows companies to present the need to
surrender personal data in return for effective use of an Al system as an
inevitable necessity. The EU GDPR legislation has forced providers to disclose
how a system collects, processes and uses personal data, but its implications
are difficult to understand and their use by Al is not specifically described. By
providing users with insights into the workings of privacy-preserving Al they
could learn to reflect on the necessity of surrendering personal data in return for
system effectiveness, often a false dilemma resulting from biased system design
choices (Larson et al., 2017).

Table 1. Key hidden properties of Al that users need to understand in order to use Al reflectively (see Section 3.1.2 for motivation
and details).

But what could be done to enable users to grasp the nature of such properties of Al and their
implications at the personal and societal level? We believe that this can be only partially
addressed within the design of Al systems themselves and exposed to users during normal use.

Grasping and learning about these issues requires willingness and effort to consciously engage
into reflection about the behaviour of an Al system while using it. This is in opposition to users’
expectations of a frictionless and efficient use of such systems, whose very purpose often
consists in reducing cognitive complexity and information overload. This doesn’t mean that the
system design couldn’t consider such aspects at all (see recommendations in the previous section
and an example at the end of this section).



But it is unlikely that people will provide the attention and effort needed to correct their mental
models based on recognizing and understanding the hidden properties of Al and their effects and
consequences, during actual use of complex Al systems. Reflection commonly occurs when there
is a “breakdown” in one's experience, a problem or an inconsistency that cannot be resolved
within one’s existing frame of reference (see review in Baumer, 2015). Preventing such situations
from occurring is the very goal of system design (seamless design), understandably so.

Thus, creating effective triggers for reflection during the use of an Al system is likely to be
difficult, since both users and system designers tend to generally share a common goal: an easy,
effective and enjoyable use - that avoids inconsistencies and conceptual “breakdowns”. This is
also where we see a critical limitation of current approaches to explanations of Al systems and
their results.

Below, we present two different approaches to how this could be addressed. One is based on the
idea of a separate learning environment for experiential learning about Al. The other discusses
how specific hidden properties could be made more transparent and observable during the use
of a given Al system, on the example of news recommenders.

Example approach: Experiential learning environments for Reflective Al

We propose that dedicated interactive learning environments are needed that allow people
to experience and reflect on the key properties of Al systems and their possible effects on
individuals and society. They should stimulate people to reflect on these experiences and
develop new mental models of Al - i.e. engage them in experiential learning (Kolb et al., 1984;
Morris et al., 2019). Developing such mental models, overall ideas of how Al systems behave
and how they can lead to negative personal and societal impacts, would allow people to more
competently and reflectively use Al systems in everyday life, to harness Al benefits and avoid
harms.

The development of a mental model is a highly experiential process in which mental shortcuts
and approximation rules are formed that allow people to deal with new, unfamiliar situations by
relating and comparing them to similar experiences and their conceptual models thereof that
have developed over time (Johnson-Laird, 1980, 1983; Norman, 1983; Kulesza et al., 2013). This
may also explain why explanatory approaches to ‘teaching’ the general public about Al are not so
successful; people may not only lack the capacity or willingness to learn about Al systems, but a
pure information-based approach does not allow for experiential learning, i.e. learning through
experiences and reflection upon them.

An environment for experiential learning about Al should reproduce the behaviours of different
Al techniques regarding the key hidden properties of Al such as sensitivity, temporal effects,
non-linearity, the birds-eye view and privacy preservation - in situations representing real-world
contexts of use. It should allow users to interactively explore how the behaviour of the system
changes depending on their actions and the changes in main parameters influencing its
behaviour. And it should allow users to discover how due to such properties an unreflected use
of Al can lead to personal and societal harms (e.g. misplaced trust, radicalization, misinformation).

For example, for experiencing sensitivity, such a learning environment could allow users to
explore how very small changes in input can lead to big changes in results. For non-linearity,
how small changes in one’s actions (e.g., viewing specific videos, following specific users) can
create big changes in recommendations. For temporal effects, it could enable users to observe
how system use over time could influence perceptions of oneself or impact their attitudes to
specific content. For birds-eye view, it could provide simulations of results that other users
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would see based on different interaction paths which could be explored by the users. For
privacy preservation, it could allow users to experience the results of the system with and
without privacy preservation, based on their choices which data should or should not be
processed.

In line with the processes of experiential learning (Kolb, 1984), being able to personally
experience and observe the properties and behaviour of different Al techniques (e.g.
recommender systems, image recognition) in such a way would enable people to reflect on and
re-construct their mental models of Al systems. It would allow them to reflect on their
assumptions and misconceptions regarding their functioning (e.g. deterministic vs. probabilistic
nature) and to develop an understanding of the underlying nature of the results such systems
produce (e.g. factors influencing result sensitivity).

Such reflection would lead to changes in users’ conceptualisations thus resulting in mental
models that are better aligned with the actual behaviour of Al systems and in an informed
awareness of possible effects of their indiscriminate use. This could help people construct more
accurate mental models of Al systems, thus making them more apt to appropriately deal with Al
systems and their results in their professional and private life.

For example, investigators using a facial recognition system could become more cautious in
reaching conclusions on potential suspects based on the system output by considering the
quality of the input image and the situation in which it was taken or the differences in reported
confidence levels between different results. Viewers of YouTube videos could become more
consciously selective when choosing which of the recommended videos to click and develop an
understanding about what type of content they tend to approve of and why.

Such a kind of environments that enable and stimulate experiential learning about Al systems we
thus term “Reflective Al playgrounds”. The notion of a “reflective playground” embodies several
key concepts that are crucial to our approach and differentiate it from related work.

Much like the provision of explanations in Al systems doesn’'t mean that users will actually
consider them (e.g. if contrary to personal biases (Knobloch-Westerwick et al., 2020), so do the
envisaged playgrounds need to motivate people to use them and learn by reflecting on their
experience within them. While reflection is commonly considered to be triggered by a negative
experience of encountering a problem (a “breakdown” (Baumer, 2015)), e.g. in one’s use of a
system and an incongruent experience thereof, building on playful curiosity could be a more
fruitful strategy for raising user’s interest in exploring and re-examining their understanding of Al
systems and their consequences.

The notion of a playground refers on one hand to the idea of inviting the users to a playful
exploration of the presented environment. It builds on game-like elements and strategies that
address positively connotated motivations (e.g. discovery, play, achievements, puzzle solving,
helping or socially connecting with others). Game-like elements have been successfully applied in
non-game contexts to stimulate motivation and engagement in so-called gamification and
serious games in many domains (Hamari & Koivisto, 2019; Bockle et al., 2017; Koroleva & Novak,
2020).

Persuasive systems and serious games research have shown that strategies that promote
immersion and self-affirmation increase self-motivated learning (Baptista & Oliveira, 2019; Naul
& Liu, 2019; van Koningsbruggen& Das, 2009). Entertainment education strategies are generally
more effective than information-based strategies, especially if target audiences are not naturally
interested in a topic (Moyer-Gusé, 2008). Devising effective prompts for reflection can build on
experiences from persuasive communication (De Vit et al., 2008), visualisation (Novak et al.,
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2014) and the design of interactive systems for stimulating behavioural change (Novak et al.,
2018; Koroleva et al., 2019; Bockle et al., 2018).

Similarly, much as playgrounds in the real-world are places of social activity, so has social
interaction and exchange been highlighted as an important facilitator of both experiential
learning and reflection (Obrenovi¢, 2012; Ploderer et al., 2014; Novak & Peranovic, 2004). The
crucial role of social context and collective activity has also been stressed in a recent study of
how users as a collective make sense of Al systems in their own community (Kou & Gui, 2020). In
fact, important large-scale Al systems are deployed and/or used within online communities and
social networks (e.g. YouTube recommendations, Facebook post filtering).

Constructivist approaches to learning have demonstrated how people learn and construct mental
models of the world around them through creative experimentation, co-designing and sharing
(Ackermann, 1996; Resnick et al., 2000). Accordingly, playgrounds for experiential learning
should be conceptualized as social environments that not only involve users in playful learning
with and about Al systems as individuals, but enable them to discover, share and discuss their
observations with other users and researchers.

Such Reflective Al playgrounds would enable people to experience the hidden principles and
properties of Al and understand how they contribute to negative personal and societal effects.
This would contribute to a more responsible societal uptake and beneficial use of Al. They could
be extended by researchers to cover a variety of Al cases. They could be provided as a learning
resource for students of all disciplines and offered as a training module for employees of
organizations using Al. Policy makers could mandate their use to support a responsible use of Al
(e.g., requiring providers to offer such playgrounds as a “training” space for users). Ultimately, this
could help people to deal with online manipulation and misinformation, and become more
empowered to participate in democratic processes, including the debates about Al regulation.

Example approach: Design issues for Reflective Al in recommender systems

Another approach to help users learn about the hidden properties of Al is to consider how the
effects of specific hidden properties of Al could be made more transparent through changes in
the design of Al systems themselves. A case in point is the design of recommender systems
for news recommendations with respect to personalization and diversity.

Many Al-driven recommender systems in the field of news recommendation optimize for
engagement and employ collaborative filtering (Bernstein et al., 2020). Consequently, normative
considerations with respect to diversity in sources and - maybe even more importantly -
perspectives are missing. Personalizing a recommendation is a way for the companies to make
sure that the user is more likely to buy a certain product, or likely to read more articles in a
newspaper recommendation service. However, as the users are likely to consume more of the
same type of product or information, they are likely to get a narrow view on the topic or product
category, although there are many more options available, which might lead to adverse
consequences described in Section 2.1.

It is important that every citizen has access to a wide range of news sources and perspectives.
Al- driven algorithmic news recommendation could form a risk to a well-functioning public
sphere, if it leads to a significant reduction in the diversity of news a citizen is exposed to.
Concretely, if algorithmic curation leads to a situation in which users are only confronted with a
perpetual echo of their own thoughts and beliefs, the so-called filter bubble (Pariser, 2012),
important values such as societal cohesion and tolerance are at stake.



When browsing information, users are often not aware that the same website can look totally
different for a different kind of user (the lack of the birds-eye view), and simply consume the
information that is offered. Therefore, in addition to the transparency of the underlying system
described in the previous sections, there is a need for transparency regarding the positioning
of the recommendation with regards to their whole spectrum, so that the user can have a
broader spectrum of options and choose a different alternative if needed.

A system should inform the users where they stand with regards to others, similar to how a user
knows in which part of the website he or she is (e.g. by using the breadcrumbs or the navigation
map). Additionally, the algorithms could also be tailored to show the opposite alternatives, things
that the user might not like in the first place, but to inform that other opinions and options still
exist. For example, one participant from an organization that moderates hateful speech online
mentioned how people “react strongly when they are confronted with a different view, but in some
cases there is still space for the person to see a different reality”.

To integrate such a transparent view and more diverse recommendations into existing systems
several challenges need to be solved. First, in order to show to the user his position with respect
to others, the whole spectrum needs to be defined, which for some contexts, such as political
views, could be a very contested endeavour. Integrating the normative considerations is also
challenging, because measuring and optimizing perspectives in news coverage is very difficult to
implement at scale (Vrijenhoek et al., 2020).

Measures of diversity can for example include representation of minority actors featured in the
news article, diversity in news frames, or a balance between opinion pieces and factual news
stories. Developing diversity-optimizing news recommender systems comes with the risk of poor
performance or becoming too paternalistic. It is thus necessary to develop novel metrics that can
be combined with extant measures of user engagement and user satisfaction. Transparent and
responsive user-interfaces are also of crucial importance to ensure that users accept and value a
diversity-optimizing news recommendation system.

Second, revealing a more diverse recommendation set to a person might be a double-edged
sword. Research has shown that there are several types of reactions when people understand
that the information was tailored to them: some don’t care, some don't want it, and others feel
that the recommendation is not targeted enough. This contributes to an interesting trade-off “on
the one hand, people think that the recommendations are spooky, and on the other hand, they think
they are not good enough’”.

This trade-off is further complicated by the fact that people don't like to think that their actions
are predictable, and that they received the same recommendation as many others, causing such
strong emotional reactions towards personalization. Therefore, it needs to be researched and
defined how to inform people that they get personalized recommendations, but in a mindful,
careful way. Here, possible solutions could include providing interactive tools which would
visualize a search history of a person and the recommendations that person would receive, but
also allow the user to change the history to completely different content and to observe the
impact of the change on the recommendations.

4.3 Control over the use of personal data in Al (“privacy preserving Al”)

The need to give users control over the use of their personal data in Al and to educate them
about the possibilities of privacy-preserving Al is crucial for ensuring that the guiding principles
of autonomy and human control over technology can be fulfilled. Therefore, although this aspect
has been already mentioned in the previous section on hidden properties of Al it merits a closer
look.
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Today many online platforms offer no options to disable the personal data collection. GDPR in
Europe is a big positive step towards privacy protection, but most practical applications are
difficult to understand and not user-friendly. As a result, too often users still give consent to
personal data collection unwillingly just because they want to use a particular service and feel
they have no choice than opt-in or not use it (Habib et al., 2020). Allowing users to effectively
control whether and to what extent to contribute or allow access to personal data is of utmost
importance. Not only is it a foundation for user trust, it is also a prerequisite for building an
understanding of the underlying workings of the system and the consequences of its use.

But the opt-in principle and the configurability of permissions to access specific types of
personal data are only a first step. Real user control can only occur if the system has
adequately explained its workings to the user, the purposes of using personal data by Al - and
the benefits and consequences of this use. While this holds for all types of systems in general,
it is especially important for Al systems (see 4.1-4.2.2).

Additionally, transparency regarding the possible actions of the user should be provided. For
example, if the users perceive a system as not being fair in the treatment of their data, they
should be informed what options they have, apart from not using the system at all. Ideally, users
should be provided with possible steps they can take to protect their data or at least report their
concerns to the system owners and regulators. Such options need to be effectively actionable, i.e.
they need to allow users to effectively exercise them without being overwhelmed by their
complexity.

Understanding the consequences of one's actions is also critical, as an action might cause
irreversible consequences such as not being presented with the same information anymore: “If |
say that | do not like this artist, | think | will not see this artist ever again. And that is drastic. “
Similarly, rather than complex bureaucratic texts, showing concrete examples of the effects of
specific privacy choices for the system results and behaviour would make it much easier for users
to understand the stakes involved in a given case and make informed choices.

User control can also provide for an important channel of communication between users and
the designers of Al systems. Studies show that users prefer to be able to decide and modify
how an Al system works (e.g. changing the recommendation strategy of a recommender
system) and how their personal data is used/shared (Mohallick et al., 2018; Su et al., 2016).
Instead of offering fully automated systems, incorporating users more in the decision making
process and being transparent to the users about the data collection and usage, has positive
effects on users which should be in the very interest of companies using Al in their systems.

Al systems that give more control to users may also help to decrease their privacy concerns and
increase the trust in the system and its service providers (Mohallick et al., 2018). Giving the users
the option to be involved in the decision making process or to modify the system properties is
also an important aspect to consider for learning. Moreover, by having a “human in the loop”,
performance of Al technology can be improved as humans and Al have different qualities in
detecting and fixing prediction errors. This means that Al technologies should support efficient
correction, learn from user behavior and update and adapt cautiously (Amershi et al., 2019).

Most users but also many companies are unaware that privacy-preserving Al techniques exist
that can protect personal data while allowing Al applications that require them to safely and
securely process them. This leads to the false dilemma that taking advantage of Al benefits
must come at the expense of privacy and associated risks.




The application of privacy-preserving techniques in Al (e.g. application of homomorphic
encryption (Bonawitz et al, 2017), differential privacy (Dwork, 2008), secure multiparty
computation (Lindell, 2020) and federated learning (Bonawitz et al.,, 2019) has already been
successfully demonstrated for a range of Al methods (Aslett et al., 2015; Hesamifard et al., 2017;
Hesamifard et al., 2018; Gilard-Baachrach et al., 2016) and use cases where sensitive data needs
to be processed but protected (e.g. Jagadeesh et al., 2017; Mohassel & Zhang, 2017). Solutions
have also been demonstrated that don’t sacrifice accuracy for preserving privacy (Wang et al.,
2015) as well as approaches that protect privacy by minimizing data requirements in the first
place (Larson et al., 2017; Chow et al., 2013).

Privacy-preserving Al techniques carry great promise for harnessing Al benefits and preventing
potential harms, but they yet need to become a norm rather than an exception both in Al
research and practice. Educating companies, researchers, general users, decision makers and
policy makers alike, about the possibilities of privacy-preserving Al and the principles of their
operation could dramatically shift the wrong perception that surrendering privacy is a necessary
sacrifice for taking advantage of Al benefits.

This could lead to both a better uptake of privacy-preserving Al in practice, to increased trust in
Al systems that use it, as well as to better regulatory solutions. How this education and
awareness could best be achieved is an open question.

Privacy-preserving techniques are technically complex and difficult to understand even for
experts. How the underlying principles of such privacy-preserving techniques and their
implications in practice could be explained to a wide-range of users and stakeholders with
and without technical background is an open challenge. It is a difficult but an extremely
important challenge that should be taken up by research. Helping users, Al developers, system
providers and regulators understand the principles and possibilities of privacy-preserving Al
could go a long way to help overcome the current binary choice of “opt-in or don’t use it” that
users unwillingly face in many Al applications.

Al research has also demonstrated approaches that allow end-users themselves to protect their
privacy by altering data in ways which do not decrease its value for Al applications, but introduce
privacy protection for the personal data they contain (Choi et al., 2017).

Moreover, providing Al solutions that implement privacy-by-design and minimize personal data
requirements is also in the best “pragmatic” interests of companies that provide Al services,
because that reduces risks and liabilities associated with data security (Larson et al., 2017;
Chow et al., 2013). This suggests that rather than viewing privacy and Al as a dichotomy, future
research should ask: How can we design solutions that protect individuals, but still allow
companies, governments and society to harness Al benefits?



5. Work practices in Al design, organisational
and structural changes

While the previous section dealt with concrete principles and recommendations for Reflective Al
design, this chapter takes a look at the broader organisational, institutional and structural changes
that need to happen to ensure the development and deployment of Reflective Al technologies.

First, we take a look at how designers and developers can improve and create new work
practices so that the Al systems they design can better fulfill the described design requirements
for Reflective Al. Furthermore, we consider the organisational changes that would need to occur
within companies and other organisational actors that develop Al technologies.

Finally, we describe the broad structural and institutional changes needed for the establishment
of Reflective Al technologies and practices. As in the previous chapter, the inputs here are
largely generated through expert interviews within the Reflective Al project or through written
contributions from the participants in our workshops.

5.1 (New) work practices of Al designers and developers

In addition to and in accordance with the Reflective Al design principles outlined in section 4.1,
we believe that Al designers, on the one hand, and Al developers, on the other, should improve
their existing work practices. We have identified the following improvements that could help
both a reflective use and design of Al and that will be elaborated further in the next chapters:

1) Supporting user experience designers in learning about Al
2) Integration of ethical awareness into Al development and teaching
3) Integrating interdisciplinary approaches to consider context of use in Al design

The following diagram summarizes the main problems that Al designers and developers face
when creating new Al technologies (outlined in Sections 3.2). It also illustrates the possible
solutions in terms of work practices (circled in green) that are discussed in the following sections.
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5.1.1 Supporting user experience designers in learning about Al

As pointed out in section 3.2, one of the main challenges for user experience designers is that
they themselves do not always know or fully understand how the Al algorithms work.
Furthermore, often there is no closer collaboration between them and the developers of the Al
systems. In fact, the explainable user experience interface can only be developed in a close
collaboration between the user experience designers who are skilled in presenting information to
the end-user and the system developers who include the explainability as one of the goals when
they design their systems. Therefore, ensuring that the designers understand the systems better
as well as work closely with the Al developers, is another fundamental shift to the current state
of things.

In order to achieve this, in line with constructivist learning theory, one of our interview partners
suggested the idea of an interactive environment where the designers can learn about Al in an
experiential scenario. Only if the designers understand the basic principles of Al themselves (e.g.
as outlined in 3.1.2) , will they be able to develop the necessary new design patterns to ensure
explainability and transparency of the system for the end-users (see section 4.2.2.1 on the need
of new design patterns). As shown and discussed by Winter and Jackson (2020), approaches
helping designers to develop their knowledge skills through active experimentation with machine
learning techniques seem a promising way forward in this regard. These experiential learning
approaches and interactive environments could be furthermore created in a way to encourage
and foster the direct exchange between system developers and Al designers, giving the latter the
opportunity to provide feedback and requests for system improvements. A similar setting has
already been implemented and tested by one of our interview partners: “I do workshops with
designers....they play around with things and see what they can do and not, then they come with
recommendations of how they can change things”.

5.1.2 Integration of ethical awareness into Al development and teaching

As shown in section 3.2, one of the main problems with the current development of Al
techniques and technologies is that the developers mostly aim at increasing accuracy, but often
neglect the ethical considerations about the outcomes of their algorithms. Such tendencies
increase the risk of developing algorithms that have harmful (unintended) effects for individuals
and society as a whole (as demonstrated in section 2.1). To counter this, developers should be, on
the one hand, aware of the existence of such ethical risks and discussions. On the other hand,
they should be required to evaluate the ethics, possible biases in the data sets that they use to
train the algorithms and overall implications of their work with appropriate methods and tools.

One important way to achieve the awareness needed among the Al developers community is by
integrating ethics in the machine learning courses and curriculums. Currently, this is not the
standard for the vast majority of such courses. A study by Saltz et al. (2019) analyzing the
machine learning and data science courses in top U.S. universities found that only about 20% of
them integrate ethical aspects. In the same study, after conducting a systematic literature review,
the authors identified 10 key ethical questions that could help Al developers contemplate ethical
situations and tested them with a pilot of 85 students. The students were able to better identify
ethical dilemmas in the machine learning sphere by using these guiding questions when
approaching new assignments. This suggests that integrating these or similar ethical questions
and considerations could provide useful guidance for developers both during their education, but
also within an organisational setting.



Challenge Theme Questions
O:J:L%ht Accountability & |1-Which laws and regulations might be applicable to this project?
challenges Responsibility 15 How is ethical accountability being achieved?
3. How might the legal rights of organizations and individuals be impinged by
Data Privacy and our use of the data?
Data Related Anonymity 4. How might an individuals' privacy and anonymity be impinged via
Challenges aggregation and linking of the data?
Data Availability |5- How do you know the data is ethically available for its intended use?
and Validity 6. How do you know the data valid for its intended use?
7. How have you identified and minimized any bias in the data or the model?
Model and
Modeler Bias 8. How was any potential modeler bias identified, and then if apprioriate,
Model mitigated?
Related 9. How transparent does the model need to be and how is that transparency
Challenges |Model achieved?
Transparency & - — -
Interpretation 10. What are Ilkely.mlsmterpret.atlons of the results and what can be done to
prevent those misinterpretations?

Table 2. Example of ethical questions to be integrated into teaching Machine Learning ( in Saltz et al., 2019, pp. 32:10).
5.1.3 Integrating interdisciplinary approaches to consider context of use in Al design

An essential part of our notion of Reflective Al is that it is not only the end-users that need to be
reflective in their use of Al, but also designers and developers themselves need to reflect on how
they design Al systems. Beyond ethical aspects, discussed in the previous section, this also
includes the question of the overall approach to the design and development of Al systems.

There have been increasingly calls for the designers and developers of Al systems to improve
them in a way that considers the needs of the users as well as the context in which they are
used.

Most prominently, the approaches of human-centric and socially-aware Al (e.g. Shneiderman,
2021; Leslie, 2019; Chatila et al., 2021; Lukowicz, 2020; Shneiderman, 2020; Abdul et al., 2018;
Holton & Boyd, 2021; Lindgren & Holmstrom, 2020; Wang et al., 2020) highlight the need to put
people as users and stakeholders (their needs, values and possible consequences using Al), a
broader social context of the intended use of Al and its implications at the center of attention,
rather than the available data or technological capabilities of Al.

The human-centric aspect is intended as a counterpole to often criticized technology-driven
approaches. In its most encompassing form this includes the consideration of ethical,
social/societal, legal and environmental concerns and implications for the design and intended
use of a given Al system (e.g. Dignum, 2019).

However, the developers of Al can also take into account research from other disciplines, such as
psychology or social sciences in order to understand and approach better the context in which
users will be using Al systems. The following two case studies contain specific application
scenarios that illustrate how integrating interdisciplinary approaches could help 1) fight
misinformation by considering the context in which information sharing occurs on social network
sites and 2) improving Al algorithms so that they provide more meaningful recommendations for
users to achieve behavioral change.



Case study 1: Addressing the problem of misinformation by considering the context in which
communication occurs on social network sites

The problem of misinformation on social media has been approached as a problem of content
moderation. The traditional role of the editors of a newspaper which decides what gets
published or not is now replaced by algorithms that scan user's posts on social media, compare
them against a database of known hoaxes and flag them. This solution is not enough to deal
with the deluge of misinformation out there because it treats information as an
undifferentiated epistemic good and the users as epistemic agents. Unless we refine the
existing algorithmic approaches to misinformation on Social Networking Sites (SNSs), we risk
censoring people and missing out on the disinformation with genuine harmful effects.

In solving the problem of misinformation on social media we need to understand the particular
weak epistemic context in which users are acting (Marin, 2020). Users do not post or share
(mis)information primarily to inform others, rather many try to make up their own minds of
what they should believe by testing how their followers respond to their posts. We are social
creatures who decide what to believe based on our social ties with others: if the majority goes
one way, very few of us will choose the opposite way. SNSs allow for a quick sample of what
others think by allowing users to post an item of news (be it information or misinformation)
and then gauging how others react and then making up their minds. In this circumstance,
posting and sharing have an epistemic function but only after the post has been reacted to.

Thus, if we look at posting and sharing as speech acts, users do not necessarily assert what
they share (Rini, 2017) i.e. they do not claim that it is true - rather they make a gesture of
pointing at something (Marsili, 2020) seemingly saying “look at this, | find this interesting, what
do you think?” Thus, the social media traffic and user-generated content is similar to a large
conversation in which people point at things and then decide later if they believe or not. This
conversational pragmatic aspect cannot be addressed by current algorithms that aim to detect
false content from truthful ones. Yet the conversational context is what decides the difference
between a toxic piece of disinformation and a mildly misinforming news-piece meant to stir
conversation.

Existing algorithms cannot pick up the conversational context and the user's intentions yet.
The context of the utterances on SNSs has several very specific features that need to be taken
into account. Primarily, it is weakly epistemic (Marin, 2020): meaning that users are not
necessarily aiming to inform others or be informed, yet the informative effect happens in the
background when users get to know about things they did not intend to.

Users act as inadvertent informers to their followers, even if perhaps their intention when
posting was of irony, sarcasm, or stirring a debate. Secondly, it is highly emotional: social media
uses emotional expressions as shortcuts for meaning (think of the emoji as reactions, the likes
and the hearts, that replace spoken language) and users come to seek emotional validation on
SNSs.

Therefore, we need to understand the misinformation shared and posted on SNSs as moves in
a conversation charged with emotions where people mirror and respond to other's emotions
more than to their own content (Marin & Roeser, 2020). These two contexts are only some of
the most obvious ones, but there are multiple other ways in which context on social media is
different from the mass-media context or that of face to face communications. Hence, future
research for Reflective Al should ask how are the conversational contexts specific to social
media, how many distinct contexts are there, and how could these be detected by Al?




To begin tackling the problem of the conversational context on SNSs, one would need first to
outline the types of conversational contexts on social media (such as emotional, epistemic,
normative, playful, performative, experimental, etc.) and then devise methods for detecting
those. Al algorithms would need to be trained on large sets of user posts to detect this context
and classify it. After this step, research needs to look into possible ways to nudge users or
make them aware of the context that they are using and how opaque this may be to other
users. What we imagine to be clearly ironic or sarcastic may not be perceived thus by the
readers of our posts and miscommunication occurs frequently when we only read other's
words without seeing their body language or hearing their tone of voice. Reflective Al could
also look into how to supplant the lack of embodiment in communication by putting in place
markers and symbols that make the conversational context clear to other users.

Case study 2: Accounting for user-specific factors when providing behavioral change
recommendations

When the recommender systems are used to help users to change their behavior when they
are not satisfied with their current behavior, traditional approaches might be less effective. As
the user is not satisfied with the current situation, building recommendations on historical data
is suboptimal (Ekstrand & Willemsen, 2016). We therefore argue that there is a need for novel
recommender methods that take this into account. One solution could be to filter
recommendations based on specific user goals. For example, food recommender systems built
on existing data sets often recommend unhealthy recipes as those are typically the more
popular ones on the platforms (Trattner & Elsweiler, 2017). Trattner and Elsweiler show that
postfiltering the recommendations based on nutritional scores (like the FSA score used in the
UK) can improve the healthiness of the recommendations. Similarly, other approaches that use
digital nudging (Jesse & Jannach, 2021), esp. when personalized to the user, might be
successful in helping users to improve their behavior.

However, these approaches do not have an underlying model of behavioral change and do not
take into account that what to change might strongly depend on the users’ ability to do so.
One approach that can do this is based on the Rasch scale, which was originally used to
measure (environmental) attitudes based on actual behavior of people, rather than their stated
attitudes or behavioral intentions (Kaiser et al., 2010). The Rasch scale orders items based on
their behavioral difficulty, and matches these with the ability of the user to provide
recommendations which are relevant but still achievable. This method was shown to be
effective in energy recommendations (Starke et al., 2017, 2020), blood pressure management
(Radha et al., 2016) and Food Recommendations (Schafer & Willemsen, 2019).

The basic premise of a Rasch recommender is that users are provided with measures that are
challenging but still attainable, rather than items that are too general and too easy or on the
other hand very difficult. For example, in the food recommender, rather than recommending to
improve the worst performing nutrients (which are often the difficult ones to achieve) the
system recommended to improve the ones that were most likely the ones users could still
change. Moreover, the Rasch scale often ranks very different behaviors on the same scale:

in the blood pressure management study, we find that measures such as exercising were mixed
with measures to reduce salt intake or diet changes. Easy and more difficult measures of each
type can be found across the scale allowing to recommend diverse and effective measures to
all patients.

This approach can be also taken when e.g. users want to change their technology addiction or
any other patterns, and thus the recommendations can be employed to stimulate productive
behaviors. Technology addiction is a serious problem that has emerged not so long ago (D’Arcy
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at el., 2014) especially on social networks (Serenko & Turel, 2015). In-depth understanding of
the properties that triggers technology addiction would help to design Reflective Al systems
already from the start. We propose an approach for designing Reflective Al systems which
takes the hidden learning outcomes of systems into consideration. Analyzing and
understanding the essentials of what systems really teach people, how they really affect
people is the first step towards designing Reflective Al systems.

To sum it up, to deliver fair and explainable recommendations an integrated solution is needed:
the development of the right recommender algorithms is just one piece of the puzzle, and is
part of a larger (eco) system of supporting actors. Rutjes et al. (2019) have argued that lifestyle
coaches often hesitate to use data and apps in their coaching practice, showing that there are
several barriers to actually implement these type of systems into the daily coaching practice,
stressing the need for a value sensitive design and user participatory design approach
(Ekstrand & Willemsen, 2016).

5.2 Organisational practices for Reflective Al

The previous section outlined changes needed in the existing working practices of Al developers
and designers. Here, we go one level further and address overall changes needed in
organisational logics and structures in order to foster the development and implementation of
Reflective Al technologies and practices. In this chapter we address two main components:

1) Integrating Reflective Al in organisational innovation adoption,
2) Changing values of commercial organisations.

The following diagram illustrates possible solution approaches in terms of organisational
practices, structures and processes (circled in green) that will be addressed in the next sections.

»Black box“ in Lack of understanding for

ADM the public responsibility

Hiding complexities/ Tension between public
seamless design and private interests

‘(\S
vd’y
Al developers
and designers
Sm
Ons

Al learning environments | Ethical awareness in Interdisciplinary

for UX designers Al education approaches for Al

Reflective Al for innovation Change of values in

adoption within organisations commercial organisations

Diagram 3. Towards Reflective Al: Problems and solution approaches regarding Al developers and designers in terms
of organisational practices

5.2.1 Integrating reflective Al in organisational innovation adoption

The rapid digitalisation in recent years poses a challenge for all types of organisations -
governmental, non-governmental, administrative or corporate - to adapt their operations and
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internal processes according to the emerging digital trends, especially in the Al sphere. Examples
include the integration of electronic filing systems, the emergence of Al-prepared company
reports®®, legal and other texts, as well as the adoption of automated decisions (e.g. for marketing
goals). All such organisational innovation adoption processes require intellectual, strategic and
political reflection, review, interpretations and organizational contextualization as well as
possible adjustments. As such, organizations need to explore Al systems by addressing first and
foremost the interdependencies and interactions between employees and managers within the
given organizational structure in the context of digital innovations and in particular in view of the
increasing application of Al.

At the same time, the users and decision-makers within the organizational structure and
hierarchy need to retain their sovereignty of interpretation and development of Al to arrive at
Reflective Al systems. However, this is often difficult to achieve because within organizations and
their internal cultures, the effects of Al systems on human decisions and actions are still
insufficiently recognizable and often incomprehensible for most of the concerned actors.
Consequently, there are not many ways in which organisational employees can offer or formulate
their digital needs for Al services.

Solutions in this regard need to be based on the adoption of a holistic and differentiated
exchange between Al developers, Al users in the broad sense and their identified needs in the
respective organizational setting which includes the consideration of existing IT technologies
already in use. One way of achieving this could be to embed a human-centered development and
learning laboratory on reflective artificial intelligence, in short RAI-LAB, within the organisational
structure. This lab should be an integral part of a respective organization and act as a learning
and developing entity for the entire organization, its employees, its programmes and processes,
decision-making and strategy development as well as the overall functioning of the organization.

The establishment of a lab like this would require that all employees of a given organisation
(teams, leaders, their interactions, patterns/structures) should, therefore, be an integral part of
the RAI-LAB in order to participate in the digital and social transformation process of the
organisation. In the RAI-LAB approach, research, development and implementation/integration
of Al systems takes place in an organisation to test Al systems for their accountability and
trustworthiness as well as their impact. The organisational impact assessment of deployed Al
systems is jointly reflected, reviewed and adjusted from different perspectives
(difference-oriented). The transformation of social conditions (communication, decisions,
contexts) is given high consideration.

5.2.2 Value changes of commercial organisations

In order to provide for transparency, fairer recommendations or to ensure user privacy,
companies which employ Al algorithms to provide services to their customers often report that
they experience trade-offs with their existing metrics, such as lower levels of engagement or
reduced convenience for the users. For example, some media company representatives we
interviewed use algorithms that rerank and boost content which has higher public value, in order
to provide for the diversity of the recommendation set. As a result, their recommendations
become less homogenous and the engagement of the users decreases. In a similar vein, in order
to provide a targeted recommendation, companies often collect demographic data, to be able to
better match the users and to identify their needs, or in order to make an easy and convenient
log in, they offer authentication through Facebook, thus automatically sharing the user data with
a third-party service (for a broader overview on the privacy issue see section 3.1.2 and 4.2.3).

Thus, on one hand, in order to be fair, transparent, and provide for explainability, a company
needs to consciously adopt these trade-offs in its company policy and support and stand behind

10 See PR 20/20: https:/blog.hubspot.com/marketing/how-to-shrink-reporting-time-with-ai
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them. Although the engagement rates might get lower or the recommendations might be less
exact, they ensure the fairness and transparency of the system provided to the end-users. This,
in turn, can have a good impact on the relationship with customers, if the latter see that the
company has values different from pure profit maximization. We already see a lot of companies
who are adopting this kind of view and, in fact, not compromising the profitability as a result. As
one interview partner put it: “In Europe, they are trying to create a narrative to increase trust and
then also to increase profitability”. Consequently, such values need to be institutionalized in the
company and promoted among its employees and also transmitted to the end-users.

On the other hand, it is important to increase awareness of companies of solutions that
overcome such trade-offs and demonstrate that it is a false dilemma that using Al is at odds with
values such as transparency and privacy, e.g. that minimizing personal data requirements needn'’t
compromise the value for the users (see also Chapter 3.4). Moreover, as customers attach more
importance to such human-centric values, companies need to reconsider the evaluation metrics
they use to measure customer engagement and satisfaction. The development of evaluation
metrics which consider not only the accuracy or click-through rate, but also more human values
such as critical thinking, trust, bias and fairness is crucial. Existing research on developing such
metrics shows both the challenges and the way forward (Chouldechova & Roth, 2018).

5.3. Structural changes for Reflective Al

As already stated, Reflective Al is a holistic and comprehensive approach that acknowledges the
need not only for individual and organisational changes, but for broader societal and structural
shifts in order to create and use Al technologies in a way that harnesses their benefits. The role
of governments, international organisations and supra-governmental structures (e.g. the EU) to
control and audit the creation and deployment of Al technologies, as well as to ensure that
citizens have access to proper educational possibilities to learn about Al is crucial. The structural
changes needed to establish the notion of responsible and reflective Al development and use are
complex and need to address different areas, however, in this report we are focusing on two
main aspects - auditing and literacy - as they were outlined as the most pressing issues by many
of our interview partners.

The following diagram summarizes the main problems that public institutions (e.g. Al regulators)
face when dealing with Al technologies (as outlined in Section 3.3). It also illustrates possible
solutions in terms of institutional and structural changes that will be addressed next.

Lack of understanding Missing awareness of
of Al processes hidden properties of Al

(e.g. Al regulators)
Reflective Al in
organisational
innovation adoption

o
?V
Public institutions

Public audit
authority

Reflective Al playgrounds Public
for policy makers educational
campaigns

Diagram 4. Towards Reflective Al: Problems and solution approaches regarding public institutions




5.3.1 Auditing and control of algorithm development and deployment

As already outlined in section 3.3, one of the key issues according to many interviewed experts is
the slow and insufficient governmental control over Al development and deployment. Even if
there are some significant steps towards achieving a comprehensive regulation over private data
use by companies (GDPR), there are still many further aspects that need to be better regulated.

One idea expressed within the expert interviews was the establishment of an audit authority
which would define compliance criteria for Al systems and would check whether the services and
products that employ Al comply with them. These compliance criteria would be non-negotiable,
especially for the high risk and high impact applications. In this way, the burden of evaluating and
being informed about possible consequences of Al which is currently with the end-user would be
relieved and the developers would be additionally incentivized to develop systems which are less
discriminating and less biased.

The implementation of such an authority and the definition of the compliance criteria as well as
the methods for checking them are far from trivial, because the “one size fits all” approach would
hardly work for all types of actors involved in the development of Al algorithms. An additional
qguestion would be by whom such a controlling entity should be operated (governments, civil
sector) and how legitimate will it be. Currently, the EU commission is already thinking of ways to
organize such an authority and respond to such calls for more control. An important step of the
Commission in this direction is the proposal on banning the use of Al for mass surveillance
and/or ranking behavior (like the “social scoring” in China) (Chee, 2021).

5.3.2 Al literacy and public education about Al

In 5.1.2 we tackled the need for a better educational curriculum for Al developers and designers.
However, there is also a necessity to educate the general population about basic principles and
properties of Al (see 4.2.2) or about the risks that unreflective Al use poses (as outlined in 2.1). In
order to reach as many people as possible, educating citizens about Al should be a large-scale
collective and well coordinated effort.

Therefore, in order to shape public opinion, governments could issue mass Al educational
campaigns to demystify such technologies and explain how they work. Such educational
campaigns, programmes and clips on new technological appliances were done, for example, in
the 80s by the BBC'!. Nowadays they could be done, for instance, through trusted social media
channels, or through government-sponsored MOOCS. One example could be projects such as Al
Competence for Sweden'? - a national initiative for education and competence development in
artificial intelligence for working professionals.

However, it is important that such campaigns are created in a way that reaches all segments of
society and not only people with higher education and from a privileged socio-economic
background. Educational projects like Elements of Al** have the vision to bring Al closer to the
general public and make these systems more understandable to everyone. Elements of Al is not
active only within one country, but the contents from the online courses have been translated
into many different European languages thus ensuring that people across the European space are
better educated about Al technologies. Such initiatives coordinated on national and global level
should be further supported by both national governments and other (public) institutions.

Furthermore, interview partners were advocating for more Al literacy opportunities already in
the curriculum in primary school or high school. By this they did not necessarily mean to teach
children new technical competences (e.g. how to code), but to teach them to be able to

1 https:/www.bbc.co.uk/taster/pilots/computer-literacy-project
12 https://ai-competence.se/en/
13 https:/www.elementsofai.com/



understand how digital technologies work and ask critical questions about such phenomena.
Additionally, some experts were suggesting integrating Al literacy courses also in university
education. As Al is becoming all-encompassing, being integrated into many daily activities, it
needs to be understood not only by the future developers of Al, but also by other specialists,
such as UX designers, product managers etc. and courses on Al should be included in the
curricula of many other discipline majors as part of general education on the subject matter.



6. Directions for further research

This section synthesizes the main challenges and directions for future research related to the vision of
Reflective Al based on insights from Sections 2-4. What needs better understanding? What are the
blindspots? What should new approaches consider? What streams of research should be connected?

The challenges and research directions identified in the previous sections fall into two areas:

e How to design systems and solutions enabling a reflective use of Al?
e How to create enabling work practices and organisational conditions for Reflective Al
development and design?

For an overview, the main problems and research directions in each of these areas are first
summarized in Table 3 and Table 4 below. The subsequent sections describe them in more detail.
This synthesis follows the same leading questions that have guided this report on what needs to
be better researched for ensuring a reflective use and development of Al.

CHALLENGE: Designing systems and solutions for reflective use of Al

Problems/user needs Directions and questions for future research

Transparency of Al presence

Lack of transparency: end-users don't
know that Al technologies are in use

How to signal the presence of Al technologies in an
engaging and understandable way, so that users’
attention is attracted towards the fact that Al
technologies are in use, but without overloading the
users with too much information?

Understandability of Al

Lack of understandability for the key
operational principles of Al
technologies

|H

No “one-size fits all” explanations: not
all provided explanations for the inner
principles and properties of Al are
suitable for people from different user
groups

What are the most important properties of Al that
should be understood by users to allow competent and
reflective use of Al?

How could hidden properties of Al be exposed and
made understandable to the users?

How could this be achieved so that users internalize
this understanding in new, more appropriate mental
models of Al, its benefits and risks it carries?

How to devise explanations of operational principles
and properties of Al that are comprehensible for a
wide-range of users, while sufficiently precise to set
the ground for understanding subsequent explanations
of potential risks?

Diversity and “birds-eye view’|

Lack of a “birds-eye view”: users see
only the personalized results
presented to the by Al
recommendations, but not the whole
picture

Many of the current techniques in
recommender systems don’t
sufficiently account for diversity in the
recommendations provided

How could Al systems (e.g. recommender systems)
inform the users where they stand with regards to
other users?

How could personalization be balanced with an
awareness of a diversity of possible views, without
overwhelming the users?

How can diversity and perspectives in recommender
systems be defined and measured (e.g. in news
recommendations or in the selection of posts in social
networks)?

What normative considerations are required to ensure
transparency between personalization and a birds-eye
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view for users?

How could such principles be translated into design
decisions that satisfy user needs (e.g. relevant
content)?

How should Al systems give users effective autonomy
and control over the level of personalization they
desire?

Control over use of personal data by Al

End-users are often not aware about
actions they can take online in order
to secure their data privacy when
using Al technologies

Many of the existing approaches in
developing and designing Al
compromise user privacy

How could the underlying principles of
privacy-preserving techniques and their implications in
practice be explained to a wide-range of users and
stakeholders?

How can we design solutions that protect individuals,
but still allow companies, governments and society to
harness the benefits of big data and Al?

Experiential learning and reflective Al
experiences

End-users lack opportunities to
experience the effects of Al
technologies in ways that allow
experiential learning about the
properties and principles of Al

How could new user experience design patterns for Al
systems enable more reflective use of Al?

How can interactive environments for experiential
learning about Al be designed and implemented?

How can situations be created which allow end-users
to experience the behaviour of Al systems and their
possible individual and societal consequences?

Table 3. Challenges and research directions for systems and solutions for reflective use of Al

CHALLENGE: Creating work practices and organisational conditions for Reflective Al

Problems/needs

Directions and questions for future research

Work practices in Al design &
development]
User-experience designers lack

knowledge about the inner workings
of Al technologies

Al developers often lack awareness of
ethical issues and potential harmful
effects connected to the technologies
they develop

How to develop Al learning environments and
possibilities for user experience designers?

What concrete designers’ needs should be addressed
thereby?

What are the best strategies/ways to sensibilize Al
developers, machine learning students etc. about the
ethical implications and responsibilities of their work?

Adoption of Al in organisations

Organisations that integrate Al
technologies in their internal
operations need mechanism to do so
in a way that allows employees to be
an integral part of the innovation
adoption process

In which way organizations need to develop in terms
of structure and human competencies when their
overall functioning and decision-making processes are
increasingly dependent on Al systems?

What adaptation is required from organizations with
regard to their social interacting systems, core
functions and the embedded organizational contexts?

How can effective control be ensured in an
organisational context so that Al systems actin a
responsible, transparent and responsive manner?

Table 4. Challenges and research directions regarding work practices and organisational conditions for reflective Al
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6.1 Demystifying Al: Transparency, Understandability, Diversity, Control

To develop effective approaches for demystifying Al, existing misconceptions of Al held by
different types of actors need to be better understood (e.g. users in private contexts,
decision-makers in professional use, policy-makers). General public perceptions of Al and
misconceptions of specific types of Al systems are increasingly being studied, especially from the
perspective of human-computer interaction (e.g. Eslami et al., 2016; Alizadeh et al., 2021).
Particularly relevant are studies of users’ mental models of Al and how these are related to
system affordances (e.g. Devito et al., 2018; Eslami et al., 2016; Hernandez-Bocanegra & Ziegler,
2021). But how to support the development of suitable mental models of Al has so-far been little
addressed (Kulesza et al., 2013).

Investigating mental models users have of different types of Al systems should identify design
considerations and system affordances that need to be addressed to allow people to form
correct mental models of Al. Achieving this will enable both a safer and a more productive
use of Al and its benefits. This research should be undertaken in interdisciplinary teams that
can both uncover the underlying psychological and social issues in the formation of mental
models in human-Al interaction, and propose concrete design solutions and guidelines to
address them.

Some general principles from existing knowledge in human-computer interaction will likely apply
to human-Al interaction, but specific considerations will be needed for different types of Al in
different contexts of use. In particular, this concerns the role of social context and social
interactions in the formation of mental models and theories about Al (e.g. “folk theories” (Devito
et al., 2018)) where few substantial findings are available so far.

We believe that the four levels of affordances that we have highlighted in this study (Chapter 4)
can provide some general orientation, but how exactly they can be best put in practice is still a
widely open question that requires much further research. Some of the main challenges and
research directions in this regard we summarize below.

Transparency of Al presence (“Al inside”)

The need for transparent signalling of the use of Al in a given system to its users has already
been highlighted in some research (Hamilton et al., 2014) and normative guidelines (see Fjeld et
al., 2020). But what level of detail this signalling should provide (e.g. just in general vs. specific
functionalities) and with what type of information (e.g. purpose, effects) are still open questions.

In Chapter 4.1 we have proposed several different levels of signalling for ensuring that users can
form a meaningful awareness about the role, purposes and effects of the use of Al in a system.
But how these different levels of signalling of Al presence should be provided, so that they
attract user attention and avoid information overload, are easily understandable and engaging are
all open and challenging questions for further research.

Some of these challenges are related to psychological factors determining user acceptance of
explanations of Al results (see review in Wang et al., 2019). Other relate to experiences from
previous work on designing interactive systems that stimulate reflection and behavioural change
(e.g. in health (Kocielnik et al., 2018b), learning (Kocielnik et al., 2018a) or pro-environmental
behaviour (Novak et al., 2018; Koroleva et al., 2019; Bockle et al., 2018)), and consider the role of
social interaction in doing so (e.g. Ploderer et al., 2014). The form in which such explanations
should be provided is closely related to research on different types of explanations and their
presentations from human-centric approaches to explainable Al (e.g. Wang et al., 2019).



Research in explainable Al has also already shown that different types of users may require
different types of explanations for different purposes (e.g. Bhatt et al., 2020). But since Al is often
used in wide-scope systems serving very different types of users (e.g. search engines, social
networks, recommendation systems), explanations of the presence, purposes and effects of Al in
such systems cannot be provided in the same way, at the same level of detail for all users.

This points to further research on (user-controlled) adaptability of explanations of Al presence.
This could include techniques such as scaffolding (e.g. from computer-supported learning), that
allow different levels of complexity to co-exist and be uncovered progressively without
overburdening the user (Jackson et al., 1998; Sharma & Hannafin, 2007).

Further research in this area could thus benefit from building on existing work in algorithmic
awareness (e.g. Alvarado & Waern, 2018; Eslami et al., 2015; Lee et al., 2019; Hamilton et al.,
2014), explainable Al (e.g. Wang et al., 2019), human-Al interaction (e.g. Amershi et al., 2019;
Zang et al., 2020) and persuasive communication for behavioural change (e.g. De Wit et al.,
2008; Moyer-Gusé, 2008; Novak et al., 2018; Koroleva et al., 2019).

Finally, as the transparent provision of different levels of information about the presence and
purposes of Al use in a system depends on the willingness of companies to provide it (which in
turn depends on their business models), this research should also consider regulatory aspects
(e.g. mandating disclosure through law) or other forms of incentives (e.g. providing transparency
of Al presence to increase user trust).

Understandability of operational principles, properties and risks of Al

Establishing user awareness of Al presence and the purposes of its use in a given system is
only a starting point, not the final purpose. To fully empower a reflective use of Al by
end-users requires them to develop a better understanding of what Al is, how it operates and
what effects and risks its use can result in. An overarching research question we see here is:
What is the level of explainability that is required by end-users to understand the main
workings and consequences of Al systems, so that these can be used reflectively?

Al models that are interpretable by design are a prerequisite for reliable explanations that
different types of users and stakeholders can understand. Post-hoc explanations of black box
machine learning models are often unreliable and can be misleading even for Al experts (Rudin,
2019; Rudin & Radin, 2019).

Combining research on interpretable machine learning (e.g. representational learning) with
research on human-Al interaction carries the promise of developing new solutions for
trustworthy Al systems that are verifiable by experts and whose workings and consequences can
be appropriately explained to lay end-users and stakeholders. Ensuring interpretability is also
required for showing how the internal workings of Al models relate to both expected benefits
and potential risks. Uncovering and making such relationships observable is crucial for enabling
critical reflection.

We have proposed that one way to address this is to make the key hidden properties and risks of
Al understandable to end-users. A large body of work has already investigated how different
types of explanations of results of Al systems can help users develop some understanding of why
a specific Al system has produced a specific result in the given situation (see e.g. (Miller, 2017;
Abdul, 2019; Wang et al., 2019) for an overview). But research on how end-users can be enabled
to understand the underlying properties of Al (e.g. sensitivity, temporal effects) and their
consequences, is to the best of our knowledge in its infancy.



Accordingly, open questions for further research abound. This starts with diametrically opposing
views of whether such an understanding can be acquired by end-users without proper formal
education. As argued in Chapter 3, we acknowledge that expert-level understanding of Al
systems cannot be expected from “laypeople”, since even for Al developers the complexities
involved can be daunting.

We propose that further research could and should aim at identifying key properties of Al
systems that, if exposed to users in appropriate ways, can help them grasp both the underlying
nature of Al, its benefits and possible risks involved in its unreflected use. We have proposed five
such key properties of Al: sensitivity of Al algorithms, non-linearity and temporal effects, the
“birds-eye view” and privacy preservation. But there are bound to be others, possibly depending
on specific classes of Al techniques or contexts of use.

Some questions for further research thus include: What are the most important properties of
Al that should be understood by users to allow competent and reflective use of Al? How
could hidden properties of Al be exposed and made understandable to the users? How could
this be achieved so that users internalize this understanding in new, more appropriate mental
models of Al, its benefits and risks it carries?

These are highly interdisciplinary challenges. Research in various fields has shown that the
effectiveness of information or explanations about complex issues or phenomena depends on
many factors, such as the compatibility with existing beliefs and opinions (Knobloch-Westerwick
et al., 2020), the message style or narrative framing (e.g. De Wit et al., 2008).

This illustrates another major challenge: How to devise explanations of operational principles
and properties of Al that are comprehensible for a wide-range of users, while sufficiently
precise to set the ground for understanding subsequent explanations of potential risks?

On one hand, promising avenues for further work could include integrating interpretable
machine learning with research on narrative strategies from persuasive communication (e.g.
Slater, & Rouner, 2002) and with existing work on human-centric perspectives on explainable Al
(e.g. Miller, 2017; Wang et al.,, 2019). Lessons from behavioural change and communication
regarding health risks or pro-environmental behaviour also suggest that using negative
messaging to highlight risks is less effective than positive messaging. Accordingly, solutions for
exposing hidden properties of Al and their relation to potential risk should also address the
expected benefits of Al in a given system. If explanations are used as a method of addressing
this challenge, solutions need to be found that make such explanations relatable to the user, to
their current experience and current context.

In this area, a promising avenue for future work are interactive explanations that allow users
to actively construct their understanding of the system operation and its underlying
properties, along the lines of constructivist theories of learning (Ackermann, 1996). This could
expand existing work on interactive recommender systems (He et al., 2016; Jugovac &
Jannach, 2017) and interactive machine learning (Dudley & Kristensson, 2018), that has
already shown how interactivity can provide important benefits in users’ understanding of Al.

By interactively engaging with the system, users would not only understand it better, but also be
better able to consciously decide if they are willing to use the system at all. As learning from
experience happens through reflecting on what one has experienced, the design of such
solutions could also be informed by the theory of experiential learning and its applications (e.g.
Kolb, 1984; Morris, 2019).
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Diversity and “birds-eye view”

Developing an awareness and understanding of possible individual and societal effects of Al use
requires the ability to take on a birds-eye view, that shows possible views of the system and its
results as it would be experienced by many different users (Chapter 3.1.2). Such views are not
available to normal users as the system behaviour and results they experience are often
dependent on their preference profiles and previous interaction with the system (Hamilton et al.,
2014). That makes it difficult to understand how a system using Al may lead to harmful effects,
such as facilitating misinformation or online radicalization (Ribeiro et al., 2020).

Further research should thus investigate possibilities for allowing users to experience such a
birds-eye view, to enable them to grasp how different users may experience very different
views of the system and the information it presents them.

Incorporating such functionalities in the design of Al systems is one way to support an
awareness of specific hidden properties of Al and their effects. This leads to research
questions such as: How could Al systems (e.g. recommender systems) inform the users where
they stand with regards to other users? How could personalization be balanced with an
awareness of a diversity of possible views, without overwhelming the users?

A case in point is the design of recommender systems for news recommendations with respect
to personalization and diversity issues. As Al-driven recommender systems for news
recommendation optimize for user engagement and employ collaborative filtering, their
recommendations are closely tailored to inferred user interests (Chapter 4.2.2) (Bernstein et al.,
2020). This reduces both the diversity of information and the awareness of available
perspectives. The bird’s eye view is missing.

This relates a number of existing research challenges to the goals of Reflective Al. On one hand
this research can build on existing work on interactive and diversity-optimizing recommender
systems (e.g. in the news domain Vrijenhoek et al., 2020). This includes challenges such as: How
can diversity in news recommendation systems be quantified in accordance with normative
considerations? How should diverse content be integrated in recommender settings?

This is additionally complicated by both psychological factors and existing user expectations that
have been formed through their experience of existing highly personalized systems (e.g.
perceiving diversity in recommendations as poor performance or paternalistic (Bernstein et al.,
2020)). However, addressing these issues is not just a technical challenge. Normative
considerations regarding diversity in sources and perspectives are also difficult to define and still
missing.

Thus, difficult challenges in providing a “birds-eye view” to facilitate a more reflective use of Al
call for further research. Some of these include: How can diversity and perspectives in
recommender systems be defined and measured (e.g. in news recommendations or in the
selection of posts in social networks)? What normative considerations are required to ensure
transparency between personalization and a birds-eye view for users? How could such
principles be translated into design decisions that satisfy user needs (e.g. relevant content)?

How should Al systems give users effective autonomy and control over the level of
personalization they desire? And what would people need to understand about the hidden
properties of personalized systems, their individual and societal consequences, to competently
make such decisions?




Control over the use of personal data in Al (“privacy preserving Al”)

The need to provide human control over Al processes for high-risk applications such as when Al
algorithms are used to support decision making with potentially significant consequences (e.g.
health, justice, recruiting) has been highlighted in a number of proposals of normative principles
for guiding the use of Al (see (Fjeld et al., 2020) for a review). In research, the idea of “human in
the loop” has also been investigated as a way to develop better solutions that combine human
and machine intelligence.

We propose that the idea of user control should be expanded as a general principle, especially
with respect to the use of personal data that are often used in Al applications. Al systems should
always allow users to effectively control whether and to what extent to contribute or allow
access to personal data. That is both a foundation for user trust and a prerequisite for building an
understanding of the underlying workings of the system and the consequences of its use.

On one hand, this requires research in new approaches for explaining how different types of Al
applications use personal data and the consequences thereof. In particular, the existing
implementations of GDPR-compliant information and options for restricting the collection and
processing of personal data are problematic because they are difficult to understand and
overwhelming for users. Real user control can only occur if the system has adequately explained
its workings to the user, the purposes of using personal data by Al - and the benefits and
consequences of this use.

In particular, transparency regarding possible actions is needed for users should they perceive a
system as not being fair or discriminating against them in the treatment of their data. Providing
users with more control over the functioning of Al systems (human-in-the-loop) could also
provide new opportunities for feedback loops between end-users and system developers and
support a more human-centric development and improvement of Al systems.

In order to enable users to really understand the consequences of their actions, future research
should investigate how complex bureaucratic and technical texts could be replaced with
examples of concrete effects of specific privacy choices on system results and behaviour.

This would make it much easier for users to understand the stakes involved in a given case and
make informed choices. Applying techniques from Al explainability (e.g. counterfactual and
contrastive explanations) and combining them with strategies from storytelling and persuasive
communication seem promising avenues for that kind of research.

Most users, companies and policy-makers are unaware that privacy-preserving techniques for
Al exist that can protect personal data while allowing Al applications that require them to safely
and securely process them. Educating companies, researchers, general users, decision makers
and policy makers alike, about the possibilities of privacy-preserving Al and the principles of
their operation could dramatically shift the wrong perception that surrendering privacy is a
necessary sacrifice for taking advantage of Al benefits.

Helping users, Al developers, system providers and regulators understand and apply the
principles and possibilities of privacy-preserving Al could help overcome the current binary
choice of “opt-in or don’t use it” users unwillingly face in many Al applications.

Future research should investigate how the awareness and understanding of the possibilities
of privacy-preserving techniques could be best supported, in spite of their technical
complexity: How could the underlying principles of such privacy-preserving techniques and
their implications in practice be explained to a wide-range of users and stakeholders?




Rather than viewing privacy and Al as a dichotomy, more Al research is needed that asks: How
can we design solutions that protect individuals, but still allow companies, governments and
society to harness the benefits of big data and Al? This includes further research on
approaches that minimize personal data requirements and allow end-users themselves to
protect their privacy by altering data in ways which do not decrease its value for Al
applications (e.g. Choi et al., 2017).

6.2 Designing for experiential learning and reflective Al experiences

One approach to enabling users to be more reflective in their use of Al, could be to completely
rethink the entire user experience design for Al systems. Rather than considering Al
transparency, understandability and support for reflective use as add-ons, the entire system
should be designed from the outset with these goals in mind. For example, user experience
designers could create new design patterns to visualize and reflect properties such as sensitivity
or uncertainty not only when displaying Al results to the user, but in a way that is inherent to
every step of users’ interaction with the system (e.g. from formulating a query, to receiving
recommended results, to analysing and re-adjusting them based on obtained insights).

Reflection is typically triggered by encountering an inconsistent experience, a problem that
cannot be solved in the usual way (a breakdown (Baumer, 2015)). But Al systems have become so
user friendly (problem-free) that they no longer invite such reflection. Future Al designs should
thus consider integrating ideas of so-called “seamful design” (Chalmers & Galani, 2004), where
rather than providing a seamless experience by hiding system complexity from the users, the user
interface purposefully highlights possible irritations as triggers for reflection (e.g. Chalmers &
Galani, 2004; Inman & Ribes, 2019).

For example, such reflection triggers could be provided when system results are uncertain or
highly sensitive to small changes in training or input data, or when the consequences of taking
them at face value could negatively impact other people. This line of research could also benefit
from previous work on interactive systems for supporting reflection (e.g. Baumer et al., 2014;
Baumer, 2015; Karyda et al., 2021) and behavioural change (e.g. Novak et al., 2018; Koroleva et
al., 2019; Bockle et al., 2018 ).

On the other hand, learning about key properties of Al systems and reflecting on their effects on
system results and societal risks requires willingness, time, effort and triggers for conscious
reflection (Chapter 4.2.2). It also requires mechanisms that allow for experiential learning, i.e.
learning through reflection on one's own experience, rather than being educated by an authority.
It is thus difficult to expect users to reflect on their experience and understanding of Al, while
they are using an Al system to reach their goal, entertain themselves or perform a task.

Accordingly, an approach to address this would be to create opportunities for experiential
learning outside of the use of specific Al systems. This could take the form of interactive
“playgrounds” that support end-users in gaining a practical understanding of the principles,
properties and effects of Al through an experiential learning approach, i.e., learning through
reflecting on a concrete experience (Kolb, 1984; Morris, 2019). Future research could
investigate how such dedicated interactive environments for experiential learning about Al
could be designed and implemented. Such environments should allow users to grasp the
nature of hidden properties of Al and their implications at the personal and societal level. They
should enable them to internalize these insights into better mental models of Al systems. In
this report we proposed an example approach to how such environments could be imagined
(Chapter 4.2.2)




To develop such environments a number of difficult research challenges need to be addressed.
Mental models change when users are faced with real experiences and need to relate and
compare them to existing models of previous experience (Johnson-Laird, 1983). We argue that
pure information-based approaches using explanations (Miller et al., 2017) and teaching about Al
fall short because these approaches do not allow people to learn by reflecting on actual
experiences. But how situations could be created in which end-users could experience the
possible behaviour of Al systems and their possible individual and societal consequences is a
wide-open question.

On one hand, interactive simulations of specific types of Al techniques that make their behavior
and properties under different conditions easily observable to end-users would need to be
developed. A number of interactive machine learning toolkits or tools that would allow such
simulations in principle are available and some examples allow users to explore specific Al
algorithms by interactively manipulating their parameters'®. But they are either not suitable for
users without technical expertise, or they focus on teaching technical skills (e.g. Machine
Learning for Kids) - and they don’t support experiential learning about hidden structural
properties of Al and their personal and societal effects.

Artistic approaches have also explored engaging people with reflection on societal problems of
some Al technologies (e.g. image classification®®). Work on nudging users towards more reflective
online information consumption for fighting fake news'® and polarization’” demonstrates the
potential of gamification to engage users. But neither allow users to experience the underlying
structural properties of Al systems and how these are connected to personal and societal effects.

Further research should investigate how to design such interactive environments that allow users
to experience both the key structural properties of Al (e.g sensitivity, temporal effects) and their
relation to possible risks of the use of a specific class of Al techniques. For example, by
extrapolating samples of user interactions with the system to a longer period and showing what
recommendations the use of the system over specific interaction paths could result in.

Moreover, such simulations would need to place the observed system behaviour in relation to
known risks and possible impacts on users in real-world contexts (e.g. openness to extremist
views (Ribeiro et al., 2020)). And this would need to be done in ways that allows the users to
discover and observe such effects in a trustworthy environment which invites reflection.

Existing approaches to explainable Al cannot achieve this, due to framing it as a technical
problem, or at best a problem of individual cognitive reasoning about a specific system or result
(Wang et al., 2019). They tend to neglect the role of social context in which Al is used in spite of
recent studies highlighting its importance (Eslami et al., 2016; Kou & Gui, 2020). And they do not
address the possible aggregated effects of individual results and decisions based on them and
their broader societal consequences.

Another critical challenge for successful design of environments for experiential learning about
Al is the inherent effort and willingness needed by users to consciously engage into reflection on
the results and the behaviour of an Al system while using it. The required cognitive effort is in
opposition to users’ expectations of a frictionless use of such systems, whose very purpose is to
reduce cognitive complexity and information overload (Schmitt et al., 2018; Li, 2017). Moreover,
people may ignore the explanations if the results reinforce their existing beliefs

14 See projects such as: Machine Learning for Kids: (https:/machinelearningforkids.co.uk/#!/welcome),
Google Al Experiments (https:/experiments.withgoogle.com/collection/ai), RapidMiner
(https:/rapidminer.com/)

15 Excavating Al: https:/www.excavating.ai/

6 Bad News: https:/www.getbadnews.com/#intro

7 Blue Feed, Red Feed: https:/graphics.wsj.com/blue-feed-red-feed/
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(Knobloch-Westerwick et al., 2020) or defer responsibility to Al because that provides immediate
gratification (Ryffel & Wirth, 2020). This is especially likely when the presented results, their
explanations and system behaviour are inconsistent with the users underlying intuitive
understanding, i.e. their mental model of a given Al system.

All of the above are all difficult challenges that invite further research at the intersection
between Al research in general, interpretable machine learning, human-Al interaction and various
fields from the social sciences such as ethics, social psychology, learning sciences and
communication science. The integration of constructivist approaches to learning (Ackermann,
1996; Resnick et al.,, 2000) and experiential learning (Kolb, 1984; Morris, 2019) can provide
valuable insights for creating engaging learning experiences that help people develop an
understanding of how Al works and of its potential personal and societal impact.

6.3 Work practices in Al design & development

In section 5.1 of this report we identified three areas that are import for the establishment of
new work practices in Al design and development to support the creation of Reflective Al
technologies: 1) supporting user experience designers in learning about Al, 2) integrating ethical
awareness considerations into Al development and teaching, 3) integrating interdisciplinary
approaches to consider context of use in Al design. We are suggested several possible ways to
address these issues:

e Creating an experiential learning environment where user experience designers can
interactively learn about the core principles and properties of Al (as also suggested by
Winter & Jackson, 2020)

e Developing a set of guiding questions for teaching Al awareness in machine learning
courses (as also suggested by Saltz et al., 2019)

e Integrating human-centred and interdisciplinary approaches towards Al technologies to
address pressing societal and individual issues such as the spread of misinformation
online or the development of comprehensive recommendations based on the user's
needs.

These initial ideas and suggestions call for extended further research. For instance, future
research is needed to understand how exactly to develop an experiential learning environment
about Al specifically for user experience designers and what specific needs of UX designers
should be addressed when doing so. Furthermore, the motivations of designers to use such
environments and learn more about Al should be researched in more detail to understand better
how to keep them engaged in such environments and provide for the best learning outcomes
possible. If such experiential learning settings exist, their effectiveness as well as the
effectiveness of alternative approaches towards learning should be tested and compared.

Ethical considerations should be integrated as an essential part of Al development and technical
Al education. As mentioned in the report, some of the main guiding principles for a responsible
design and use of Al have been described in a rising number of documents by different types of
actors (for a review see Fjeld et al., 2020).

They include privacy, accountability, safety and security, transparency and explainability, fairness
and non-discrimination, human-control of technology, professional responsibility, promotion of
human values. However, it should be further researched how these principles could be best and
most effectively integrated within the work of Al designers and developers. One important
aspect in this regard is the ethical awareness building in Al education. Thus, it should be
conceptually and empirically tested which approaches towards sensibilizing students from
disciplines such as machine learning are the most effective ones.



Finally, as demonstrated in 5.1.3, interdisciplinary work and approaches are crucial in developing
Al technologies that are human-centric and account for the context of use of such technologies.
Thus, closer collaboration between researchers from disciplines such as machine learning,
computer science, user experience design, psychology, philosophy, social science, history and law
will be needed also in the future to address emerging issues in the development of Al
technologies. How to best ensure that Al research and development is done in an
interdisciplinary setting in the future is thus a pressing question for this field.

6.4 Organisational adoption of Al

We outlined the need for organisational changes in order to ensure that organizations that are
integrating Al technologies in their processes consider the needs of the employees and use
participatory mechanisms and formats to guarantee that this is happening. Furthermore, we
discussed the importance of value changes within companies and the adaptation of their
business models in order to ensure that the technologies they are providing to the end-users
don’t compromise the principles of Reflective Al design.

To tackle some of these issues, we suggest, similar to ideas outlined in 6.3 and 6.2, the
establishment of human-centered development and learning laboratories on Reflective Al
embedded within the organisational structure. This would enable employees to learn about Al
and its reflective use within the context of the organisation they are part of. How to successfully
implement such laboratories, what needs to be considered when doing so and how to motivate
employees to participate in such formats are all possible questions for future research. This
concrete suggestion points towards one possible solution, but there might be other approaches
to consider to ensure that organisations are integrating Al in their processes in a reflective
manner.

Therefore, it should be further researched in which way does an organization need to develop in
terms of its organizational structure and human competencies when its overall functioning and
decision-making functions are increasingly taken over by Al systems? What adaptation is
required from the organization in view of its social interacting systems (employees, teams,
managers, cooperation, communication systems), its core functions (e.g. programmes, processes,
instruments) and the embedded organizational contexts? How can effective_oversight and
control be ensured by the organizational structure and all actors involved so that Al systems
continuously act in a responsible, transparent and responsive manner?



7. Summary

In this report we have proposed that there is an underrepresented perspective in existing
research and practice on ensuring a responsible design and use of Al: the need to empower
end-users to use Al reflectively, conscious of both its benefits and possible harms of uncritical
use. To fully achieve and enable that, all the different actors involved in Al design, application and
use need to develop such an understanding and reflective practice. The presented analysis
suggests five main observations that can guide further research and practice of Reflective Al:

1) The risks of Al stem not only from problems in Al algorithms, but also from the lack of
individual and societal understanding of Al potentials and risks of uncritical use of Al.

Harnessing benefits and preventing harms of Al cannot be solved alone through technological
fixes and regulation. It depends on a complex interplay between technology, societal governance,
individual behaviour, organizational and societal dynamics. Enabling people to understand Al and
the consequences of its use and design is a crucial element for ensuring responsible use of Al.

2) Al needs to be demystified in order to overcome the experience gap and reach Al literacy.
The mystification and misconceptions of Al threaten its productive and responsible use.

The experience gap is the difference between the experience that people have with Al on a
day-to-day basis and the experience that they need in order to understand Al at the level
necessary to enjoy its benefits and avoid its dangers. This applies both to the use of Al in private
contexts and in professional work (e.g. decision-makers). Future research needs to understand
misconceptions of Al and the experience gap and find solutions to overcome them.

3) Al models need to be interpretable by design. Interpretability of Al is a prerequisite for an
informed understanding and reflective practice by end-users, developers and designers alike.

Post-hoc explanations of black box machine learning models are often unreliable and can be
misleading even for Al experts. Al models that are interpretable by design are a prerequisite for
reliable explanations that different types of users and stakeholders can understand. Research on
interpretable machine learning combined with human-Al interaction is crucial for trustworthy Al
systems that are verifiable by experts and whose workings and consequences can be
appropriately explained to lay end-users and stakeholders.

4) Designing for Reflective Al experiences requires changes in work practices of Al developers
and designers. User experience design should make inherent properties and risks of Al models
observable (e.g. sensitivity, diversity, privacy), without overburdening the users.

In spite of a growing attention to ethical issues in Al development (e.g. de-biasing, fairness and
non-discrimination), more awareness of the underlying properties of Al is needed in Al
development, research and teaching. This concerns in particular the effects of hidden properties
of Al on its results and the risks for individual and societal harms. Educating user experience
designers about Al is crucial because their work shapes the perceptions and use of Al.

5) Reflective adoption of Al innovations in organisations requires changes in organisational
values and practices, value chains and processes to align with the needs of different actors.

Apparent trade-offs between commercial goals, the values of the users and the principles of
transparency, fairness and explainability, need to be resolved by reconsidering company values
and business models. Identifying and realizing Al potentials in organisations requires participative
processes that enable the dialogue between different actors (e.g. employees and managers, Al
developers and users) about their needs and values in the organizational context. Establishing
organisational laboratories for reflective Al experiences can facilitate human-centered
development of and organisational learning about Al and its potential for organisations.

I
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