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The Steepest descent method and the Conjugate gradient method to minimize nonlinear 

functions have been studied in this work. Algorithms are presented and implemented in Matlab 

software for both methods. However, a comparison has been made between the Steepest 

descent method and the Conjugate gradient method. The obtained results in Matlab software 

has time and efficiency aspects. It is shown that the Conjugate gradient method needs fewer 

iterations and has more efficiency than the Steepest descent method. On the other hand, the 

Steepest descent method converges a function in less time than the Conjugate gradient method.  
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1. Introduction 

Optimization presents an essential tool in decision theory and analysis of physical systems. Optimi-

zation can be defined as the process of finding the best solution to a problem in a certain sense and under 

certain conditions [1]. Optimization theory is a very developed area with its wide applications in science, 

engineering, business management, military and space technology, location science, statistics, portfolio 

analysis, and machine computations [1,2,3,4,5,6,7]. Researchers have studied algorithms for minimizing 

continuously differentiable functions [1-10]. 

In particular, the Steepest descent algorithms have received much attention because of their simplicity 

and success in many applications. [8]. The Steepest descent method (also known as Cauchy’s or gradient 

method) is one of the earliest and most fundamental methods of unconstrained scalar optimization. [8,9,10]. 

The technique is fundamental from a theoretical viewpoint, by using a simple optimization algorithm, the 

method can find the local minimum of a function. Significant improvements in the functional performance 

of Steepest descent methods have been made over the last few decades merely by developing innovative 

approaches for selecting the step size in each iteration [8]. Recently, different works on the Steepest descent 

method have been done [8,11,12,13,14]. Fliege and Svaiter[15] presented a Pareto descent method for 

multi-objective optimizations. Drummond and Svaiter present a Cauchy-like method to solve smooth 
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unconstrained vector optimization problems in [9]. They have proved the global convergence for the weak 

unconstrained minimizer. Fliege and Svaiter have presented a Steepest descent technique for unconstrained 

multicriteria optimization and a method called "feasible descent direction" for restricted multicriteria opti-

mization [16].  

In the last decades, the interest in Gradient methods has been renewed after the innovative approach 

of Borwein and Barzilai [17], which stimulated novel choices for αk and proved to be largely superior to 

the Cauchy step length, they have derived two-point step sizes to a Steepest descent method by approxi-

mating the secant equations[17]. Fletcher proposed a technique for quadratic and nonquadratic objective 

functions that takes advantage of the availability of a few more "long" vectors of storage to produce large 

performance improvements. [11].  

The Conjugate gradient(CG) method is a method between the Newtons and Steepest descent method 

[18]. The Conjugate gradient method diverts the Steepest descent method's direction by multiplying it by a 

positive multiple of the method's direction. [18]. CG method is beneficial for minimizing functions of very 

many variables because it does not require the storage of any matrices. However, the algorithm's conver-

gence rate is linear unless the iterative procedure is “restarted” occasionally [19]. Fletcher and Reeves were 

the first to apply the Conjugate gradient algorithm to the general unconstrained minimization problem [20]. 

Fletcher and Reeves described a quadratically convergent gradient method for locating an unconstrained 

local minimum of a function of several variables. As a machine method, the Conjugate gradient method 

outperforms elimination. Because it gives a solution in n steps, it is more straightforward in coding and 

requires less storage space [21,22,23]. Stanimirovic et al. investigated classify and compare main Quasi-

Newton and Conjugate gradient methods to present a global overview of scientific advances in this field 

[24]. Lasdon et al. are extended the Conjugate gradient minimization method of Fletcher and Reeves to 

optimal control problems. They have presented the Conjugate gradient method and compared the method 

with the method of Steepest descent. The convergence of the proposed method is much more rapid in all 

cases [25]. 

Optimization problems are extremely important when developing technological processes and pro-

jecting technical objects, as well as during their implementation and operation[26]. Computer algorithms 

are effective processing methods. It is necessary to improve their efficiency and decrease their complexity 

in all implementation without loss of efficiency[27]. Nonlinear programming in Matlab was used to solve 

optimization problems. [26,27,28,29,30,31]. 

Additionally, several fundamental algorithms are presented and analyzed to provide context for this 

critical component of optimization. MATLAB programs demonstrate many topics, and ideally, the inter-

ested reader will find satisfaction in the ability of actually solving problems [28]. The reported case study 
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results from ongoing research investigating the effect of technology and Computer software on solving 

optimization techniques. Rahim and Hussan are compared Matlab with Mathematica for optimization prob-

lems. They observed. that Matlab is faster for numeric calculations[32]. Besides computational efficiency, 

another advantage of Matlab software is that their implementations for large-scale problems are consider-

ably more straightforward than those for the other algorithms. This is particularly true in a high-level pro-

gramming environment such as MATLAB, which supports high-level sparse-matrix operations [33,34]. 

Zhang used MATLAB software for solving Linear programs by the interior point method [33]. MATLAB 

software was used to compare the Steepest descent method and the Conjugate gradient method in the pre-

sented work. 

2. The Method of Steepest Descent  

Let 𝑓 have continuous first partial derivatives on 𝐸𝑛, we will frequently need the gradient vector of 

𝑓  and therefore, we introduce some simplifying notation. The gradient ∇𝑓(𝑋)  is, according to our 

conventions, defined as an n-dimensional row vector. For convenience, we define the n-dimensional 

column vector 𝑔(𝑋𝑘) = ∇𝑓(𝑋𝑘 )
𝑇
. When there is no chance for ambiguity, we sometimes suppress the 

argument 𝑥 and, for example, write 𝑔𝑘 for 𝑔(𝑋𝑘) = ∇(𝑓(𝑋𝑘)𝑇 [35,36].  

The Steepest descent method is defined by the following iterative algorithm  

𝑋𝑘+1 = 𝑋𝑘 − 𝑎𝑘𝑔𝑘, 

where 𝑎𝑘 is a nonnegative scalar minimizing 𝑓(𝑋𝑘 − 𝑎𝑔𝑘). In other words, from the point 𝑋𝑘 we search 

along the direction of the negative gradient −𝑔𝑘 to a minimum point on this line; this minimum point is 

taken to be 𝑋𝑘+1.   

Algorithm 1. Steepest Descent Method 

Step 1: Given an initial vector X0,  𝑔0 = ∇𝑓(𝑋0) and a convergence tolerance e 

Step 2: Set 𝑄𝑘 = 𝐻(𝑓(𝑋𝑘)), and 𝑎𝑘 =
𝑔𝑘

𝑇𝑔𝑘

𝑔𝑘
𝑇𝑄𝑘𝑔𝑘

   ∀ 𝑘 ∈ 𝑁 

Step 3: Set 𝑋𝑘+1 = 𝑋𝑘 − 𝑎𝑘𝑔𝑘  𝑎𝑛𝑑 𝑔𝑘+1 = ∇(𝑓(𝑋𝑘+1)). 

Step 4: If  ‖𝑔𝑘+1‖ < 𝑒, then stop, 𝑥𝑘+1 is minimum point and 𝑓 (𝑥𝑘+1) is a minimum value, else 

return to step 2. 

 

Example 1 . Let 𝑓(𝑥, 𝑦) = 𝑥2 + 𝑦2 + 𝑥𝑦 − 3𝑥 , then find minimum point by the Steepest descent method  

𝑋0 = (0,0)𝑇 and 𝑒 = 0.01 
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Solution: By applying Algorithm 1, the gradient is 𝑔0 = ∇𝑓(𝑋0) = [
2𝑥 + 𝑦 − 3

2𝑦 + 𝑥
] = [

−3
0

] 

The hessian matrix is  

𝑄0 = 𝐻(𝑓(𝑋0)) = [
2 1
1 2

], 

 then we obtain  

𝑎0 =
𝑔0

𝑇𝑔0

𝑔0
𝑇𝑄𝑔0

=
[−3,0] [

−3
0

]

[−3,0] [
2 1
1 2

] [
−3
0

]
=

1

2
 

Now, 

𝑋1 = 𝑋0 − 𝑎0𝑔0 = [
0
0

] −
1

2
[
−3
0

] = [
3

2

0
], 

then 

𝑔1 = ∇𝑓(𝑋1) = [
3 − 3

3

2

] = [
0
3

2

], 

Hence, ‖𝑔1‖ = √02 + (
3

2
)2 =

3

2
≮  𝑒,  by repeating the same process, one can obtain a solution in 9th 

iteration, since 𝑔9 = [0,
3

512
]

𝑇

  , and ||𝑔9|| < 𝜖 . The results are obtained in the Matlab program. The 

Steepest descent method minimized this function in 9th iterations with an elapsed time of 0.074341 seconds. 

Results are presented in table 2.  

3. Conjugate Gradient Method 

The Conjugate Gradient(CG) method is a fundamental algorithmic method for solving symmetric, positive 

definite systems of linear equations and minimizing unconstrained nonlinear functions. The Conjugate 

gradiet method is based on a simple procedure called the CG-standard for minimizing a strictly convex 

quadratic function [37,38]. For solving the nonlinear unconstrained optimization problem 

Min 𝑓(𝑥), 

Where 𝑓: ℝ𝑛 → ℝ is a continuously differentiable function, and any nonlinear Conjugate gradient 

algorithm generates the sequence {𝑥𝑘}of the form 

𝑋𝑘+1 = 𝑋𝑘 + 𝑎𝑘𝑑𝑘 

where 𝑎𝑘 is the stepsize obtained by line search and 𝑑𝑘 is the search direction computed by 
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𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽𝑘𝑑𝑘 

For 𝑘 ≥ 0,  where 𝛽𝑘  is the Conjugate gradient parameter and 𝑔𝑘+1 = ∇(𝑓(𝑋𝑘+1)) . In Conjugate 

gradient methods, 𝑑0 = −𝑔0. Nonlinear Conjugate gradient methods have a very nice theory, with a lot of 

important results on their convergence.  

The linear Conjugate gradient algorithm is dedicated to minimizing convex quadratic functions. Hestenes 

introduced this algorithm. Let us consider the quadratic function 

𝑓(𝑥) =
1

2
𝑥𝑇𝑄𝑥 − 𝑥𝑇𝑏                                            (1) 

Where 𝑄 is a positive definite symmetric 𝑛 × 𝑛 matrix and 𝑏 ∈ ℝ𝑛 is a known vector  

∇𝑓(𝑥) = 𝑄𝑥 − 𝑏,      and    ∇2𝑓(𝑥) = 𝑄                       (2) 

Observe that the Hessian of function (1) is independent of x. Since the Hessian Q is symmetric and positive 

definite, from the optimality conditions for a minimum of a differentiable function, it follows that there is 

a unique minimizer x* of (1). from (2), observes that x* is the solution of the linear system  𝑄𝑥 = 𝑏. 

Theorem(Conjugate direction theorem)  Let {𝑑𝑖}𝑖=0
𝑛−1 be a set of nonzero 𝑄 − 𝑜𝑟𝑡ℎ𝑜𝑔𝑜𝑛𝑎𝑙 vectors. 

For any 𝑥0 ∈ 𝐸𝑛 the sequence {𝑥𝑘} generated according to 

𝑋𝑘+1 = 𝑋𝑘 + 𝑎𝑘𝑑𝑘,      𝑘 ≥ 0 

with  

𝑎𝑘 = −
𝑔𝑘

𝑇𝑑𝑘

𝑑𝑘
𝑇𝑄𝑑𝑘

, 

and 

      𝑔𝑘 = 𝑄𝑋𝑘 − 𝑏, 

Converges to the unique solution, 𝑥∗, of 𝑄𝑥 = 𝑏 after 𝑛 step, that is, 𝑋𝑛 = 𝑋∗. 

The algorithm of the Conjugate gradient method can be obtained as follow: 

Algorithm 2. Conjugate gradient Method 

Step 1: Given an initial vector x0, a convergence tolerance e,   𝑔0 = ∇𝑓(𝑥0) 𝑎𝑛𝑑 𝑑0 = −𝑔0 

Step 2:  Set 𝑄𝑘 = 𝐻(𝑓(𝑥𝑘)), and 𝑎𝑘 = −
𝑔𝑘

𝑇𝑑𝑘

𝑑𝑘
𝑇𝑄𝑘𝑑𝑘

, ∀ 𝑘 ∈ 𝑁 

Step 3: Set 𝑥𝑘+1 = 𝑥𝑘 + 𝑎𝑘𝑑𝑘  and 𝑔𝑘+1 = ∇(𝑓(𝑥𝑘+1)). 

Step 4: If  ‖𝑔𝑘+1‖ < 𝑒, then stop, 𝑥𝑘+1 is minimum point and 𝑓 (𝑥𝑘+1) is a minimum value. 

Step 5: Find 𝛽𝑘 =
𝑔𝑘+1

𝑇 𝑄𝑘𝑑𝑘

𝑑𝑘
𝑇𝑄𝑘𝑑𝑘

 𝑎𝑛𝑑 𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽𝑘𝑑𝑘, and return to step 2. 
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Here, for Example 1. we will use the Conjugate gradient method for minimizing  𝑓(𝑥, 𝑦) = 𝑥2 + 𝑦2 +

𝑥𝑦 − 3𝑥, 𝑤ℎ𝑒𝑟𝑒 𝑋0 = (0,0)𝑇 and 𝑒 = 0.01. 

Solution: Firstly, we have 

𝑔0 = ∇𝑓(𝑋0) = [
−3
0

]  and 𝑄0 = 𝐻(𝑓(𝑋0)) = [
2 1
1 2

], 

then 

𝑑0 = − 𝑔0=[
3
0

] and 𝑎0 = −
𝑔0

𝑇𝑑0

𝑑0
𝑇𝑄𝑑0

= −
[−3,0][3

0
]

[3,0][
2 1
1 2

][3
0

]
=

1

2
. 

From it  

𝑋1 = 𝑋0 + 𝑎0𝑑0=[
0
0

] +
1

2
[
3
0

] = [
3

2

0
]. 

Now,  𝑔1 = ∇𝑓(𝑋1) = [
0
3

2

], since ‖𝑔1‖ = √02 + (
3

2
)2 =

3

2
≮  𝑒.  

In the second iteration, we obtain that, 

𝑔2 = ∇𝑓(𝑋2) = [
2.2 + (−1) − 3

2. (−1) + 2
] = [

0
0

] 

Since ‖𝑔2‖ = √02 + 02 = 0 < 𝜀, stop. Hence 𝑋2 = [2, −1]𝑇  is a minimum point and point 𝑓(𝑋2) =

−3 minimum value. 

4. MATLAB COMPUTATIONS 

We implemented the Matlab software for minimizing different functions. Algorithm 2 (which 

includes Algorithm 1 as a particular case) was implemented in Matlab software. This section describes the 

implementations of these algorithms and input parameter settings used in experiments [8]. In this work, 

Matlab 2018R has been used. Matlab codes for Algorithm 1, and Algorithm 2 are presented in the 

appendices of this work.  

Firstly, we will test the Conjugate gradient method and Steepest descent method for function presented in 

Example 1. To compare both methods. That is, 𝑓(𝑥) = 𝑥2 + 𝑦2 + 𝑥𝑦 − 3𝑥, with initial 𝑋0 = [0,0]𝑇, and 

tolerance 0.01. By applying Matlab software for Conjugate gradient methods algorithm. The results 

obtained that the min f solution needs only two iterations with an elapsed time of 0.077635 seconds, as 

shown in the Table 1.  
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Table 1 Results obtained for the problem in Example 1. by using the Conjugate gradient method 

Iteration 𝑿𝒌 𝒈𝒌 𝑭(𝒙, 𝒚) 

1 
3/2 

0 

0 

3/2 
-9/4 

2 
2 

-1 

0 

0 
-3 

For the same example, the Steepest descent method was applied. It is minimized in 9 iterations with an 

elapsed time of 0.074341 seconds. Obtained results are presented in Table 2. 

Table 2 Results obtained for the problem in Example 1. by using the Steepest descent method 

Iteration 𝑿𝒌 𝒈𝒌 𝑭(𝒙, 𝒚) 

1 
3 

0 

0 

3/2 
-9/4 

2 
3/2 

-3/4 

-3/4 

0 
45/16 

3 
15/8 

-3/4 

0 

3/8 
-189/64 

4 
15/8 

-15/16 

-3/16 

0 
-765/256 

5 
63/32 

-15/16 

0 

3/32 
3069/1024 

6 
63/32 

-63/64 

-3/64 

0 
12285/4096 

7 
255/128 

-63/64, 

0 

3/128 
-49149/16384 

8 
255/128, 

-255/256 

-3/256 

0 
-196605/65536 

9 
1023/512 

255/256 

0 

3/512 
-786429/262144 
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Example 2. Minimize 𝑓(𝑥, 𝑦) = (𝑒𝑥𝑝(𝑥 + 3𝑦 − 0.1) + 𝑒𝑥𝑝(𝑥 − 3𝑦 − 0.1) + 𝑒𝑥𝑝(−𝑥 − 0.1)) , within 

error 10−1 and initial guess [1,1]𝑇 

By applying for the Matlab program, we will obtain the result. Using the Steepest descent method, (10) 

iterations are needed to minimize the given function, with an elapsed time of 0.094797 seconds. In 

comparison, the Conjugate gradient method requires (9) iterations with an elapsed time of 0.137276 seconds. 

Table 3 Results obtained for the problem in Example 2. by using the Conjugate gradient method 

Iteration 𝑿𝒌 𝒈𝒌 𝑭(𝒙, 𝒚) 

1 

0.900590397827910 18.1565591814171 

18.8918838015203 
0.701237942980636 53.9425731538766 

2 

0.509282268870050 17.6807451432240 

18.7682271210071 
0.828862167258138 53.9218537005105 

3 

0.643984521222065 6.73115204703044 

7.68158530183416 
0.456063114530497 18.9876043890114 

4 

-0.0230162774053545 5.27982507220765 

7.13163492183488 
0.642512789818808 17.8452088652112 

5 

0.463923957743200 2.71518751398399 

3.85313162489058 
0.175088821374367 4.74647541989943 

6 

-0.251693430220347 0.494520097267355 

2.82212688683971 
0.196385254928735 2.63319293440899 

7 

-0.109033530844227 0.615917281082720 

2.63406619373276 
0.0175734944502638 0.256773197547600 

8 

-0.329768907591008 0.0436758028150615 

2.56029418406624 
-0.0106649193990685 -0.124927460095907 

9 

-0.336134980189466 0.0267230029782450 

2.55941346327887 

0.00112241921744625 0.0130622323406557 
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Table 4 Results obtained for the problem in Example 2. by using the Steepest descent method 

Iteration 𝑿𝒌 𝒈𝒌 𝑭(𝒙, 𝒚) 

1 
0.900590397827910 18.1565591814171 

18.8918838015203 
0.701237942980636 53.9425731538766 

2 
0.802069988655053 7.06023955584850 

7.87169742705322 
0.408536868627521 18.8433896723855 

3 
0.704381764578780 3.57868065837855 

4.47340949360141 
0.147812390638997 5.03041592127231 

4 
0.586327497814813 2.75405695837841 

3.76089994811188 
-0.0181320229015673 -0.531058379938799 

5 
0.0213404117118031 1.03201063752364 

2.80347542669767 
0.0908131191803420 1.52974449006004 

6 
-0.0515591309406691 0.768321217482770 

2.67374856247466 
-0.0172455283236301 -0.266883326043632 

7 
-0.233668375137115 0.303238574846252 

2.58926598489225 
0.0460117652256389 0.595126579543410 

8 
-0.260388751788208 0.221102567197339 

2.56903689545340 
-0.00642881351187573 -0.0807077816254727 

9 
-0.318646956182128 0.0727847048655619 

2.56156845340500 
0.0148368393374650 0.175768574123117 

10 
-0.325501416348148 0.0539506230847806 

2.55985224054417 
-0.00171607094760603 -0.0201844418835506 

Example 3. Minimize 𝑓(𝑥, 𝑦) = 10(𝑒𝑥𝑝(𝑥 + 3𝑦) + 𝑒𝑥𝑝(𝑥 − 3𝑦) + 𝑒𝑥𝑝(−𝑥) ), within error 10−5 and 

initial guess [2,1]𝑇 

Using the Matlab program for the given function, we will obtain minimizing points that are different for 

both methods. The results are explained in the following table. 

http://engiscience.com/index.php/josse/article/view/josse2021113
https://engiscience.com/index.php/josse


Comparison Between Steepest Descent Method and Conjugate Gradient Method by Using Matlab 29 
 

Journal of Studies in Science and Engineering. 2021, 1(1), 20-31. https://doi.org/10.53898/2021113  https://engiscience.com/index.php/josse 

 

Table 5 In this table, the results of both methods are presented for Example 3. 

 Conjugate gradient method Steepest descent method 

Last Iteration 14 32 

Elapsed time(Seconds) 0.090517 0.083051 

𝑿𝒌 
-0.34657 

7.3227 × 10−10 

-0.346571 

-1.5758× 10−8 

𝒈𝒌 
9.9914× 10−9 

9.3203× 10−8 

4.6409 × 10−6 

-2.0057× 10−6 

𝑭(𝒙, 𝒚) 28.284 28.284 

4. Results and Discussions 

Generally, both methods are frequently used for minimizing functions. However, like other methods, 

there are many different advantages and disadvantages for techniques. We will compare both methods using 

the results of Example 2 and Example 3. the comparison has two aspects: time and efficiency.  

Firstly, in the case of efficiency analysis, by noticing table 5. the Conjugate gradient method needs 

fewer iterations than the Steepest descent method. By looking at table 5 of example 3, one can see the last 

iteration for the Conjugate gradient method is 𝑔14 = [9.9914 × 10−9, 9.3203 × 10−8 ]𝑇 and the last iter-

ation of the Steepest descent method is  𝑔32 = [4.6409 × 10−6, −2.0057 × 10−6 ]𝑇  .The results ob-

tained from the Conjugate gradient method have more accuracy than the Steepest descent method, accord-

ing to 𝑔𝑘 values. Similarly, the results of Example 2, presented in table 3 and table 4, show that the Con-

jugate gradient method has more accuracy than the Steepest descent method. Hence, we can conclude that 

the Conjugate gradient method is more accurate than the Steepest descent method.  

Secondly, in the time aspects, by looking at Table 5, one can conclude that the Steepest descent 

method needs 0.083051seconds to do 32 iterations for minimizing a function 𝑓(𝑥, 𝑦). On the other hand, 

the Conjugate gradient method needs 0.090517 seconds to do 14 iterations for finding min f. Similarly, for 

Example 2, the Steepest descent method minimized the function in 0.094797 seconds, while the Conjugate 

gradient method required 0.137276 seconds. We obtain that the Steepest descent method requires less time 

than the Conjugate gradient method to minimize the function. Finally, we conclude that the Conjugate 

gradient method is slower but more productive because it converges after fewer iterations. 
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5. Conclusions 

In the present work, the Conjugate gradient method and the Steepest descent method have been 

studied. These methods are used for minimizing nonlinear functions. Algorithms for both methods have 

been presented. Matlab program has been implemented for solving difficult examples. Matlab codes have 

been presented for minimizing three examples by both methods. Moreover, a comparison has been made 

between the Conjugate gradient method and the Steepest descent method. A discussion has been carried 

out based on the results. The provided results demonstrates that, the Conjugate gradient method requires 

fewer iterations and is more efficient than the Steepest descent method.On the other hand, The Steepest 

descent approach takes less time to converge a function than the Conjugate gradient method. 

Declaration of Competing Interest, The authors declare no conflict of interest. 
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