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ABSTRACT

Phase-change memory (PCM) is a promising techndimglgoth storage class memory and emerging non-
von Neumann computing systems. For both applicatiarkey enabling technology is the ability to stor
multiple resistance levels in a single device. Mialtel storage is achieved by modulating the sitéhe
crystalline/amorphous phase configuration. A kegllemge, in this respect, is the device variahilthich

can be addressed by iterative programming scheWben retrieving the stored information, the two
additional challenges are resistance drift and fl@guency noise. Resistance drift is attributedato
spontaneous structural relaxation of the unstailerphous states to a more stable “ideal glasse stadl is
well captured by a collective relaxation model. sSThiodel, in conjunction with the electrical trangpo
models, provides a complete description of the Aiemeperature dependence of electrical transpdPdm
devices. To counter resistance drift, several eggias have been devised, such as drift-resiliead-oait
mechanisms as well as coding and detection schérhese techniques have helped to demonstrate gtorin
up to 8 levels of information in a single PCM dexit et another fascinating new approach is thalriétf
resilient device architectures. Experimental resatt prototype devices show remarkable promiserimg

of eliminating drift as well as low-frequency naise
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1. INTRODUCTION

Computing is becoming progressively more data-cetitan compute-centric [1]. Ultra-fast, high-depsi
nonvolatile memory that could occupy the space betwconventional memory (SRAM,DRAM) and storage
(Flash, HDD) also known as storage class memonyidqalay a key role in future computing systems [2]

is also becoming increasingly clear that the cotisaal von Neumann architecture is highly ineffidigvhen
dealing with such data-centric computing becausth@fneed to shuttle data back and forth between th
physically separated memory and processing unégeral non-von Neumann computing architectures are
being researched, such as the brain-inspired neupiit computing and memcomputing. Non-volatile
memory devices could also play a key role in treseputing paradigms to emulate neuronal or synajutro
devices or as elements of computational memorynremcomputing processor [3], [4].

Phase-change memory (PCM) is arguably the moshaddanon-volatile memory candidate that could serve
many of these applications. And a key distinguigtaapect is the ability to store multiple levelsedistance
information in a single device. In the context tifrage class memory, this provides a clear patedace
the cost per bit, a key obstacle to a wide-spreadneercialization of PCM. For applications in nomvo
Neumann computing, multi-level resistance storageentral to the realization of several neuromar aimid
memcomputing algorithms [5], [6].

In this article, we provide an overview of the setaf the art in multi-level storage in PCM. First wresent
ways to achieve multiple resistance levels in mbé manner. Subsequently we address the keyeciyg!

of resistance variations and ways to counter it ai@ombination of read-out mechanisms and signal
processing and coding schemes. It can be showmittathese techniques, it is possible to stordauf
levels of information in PCM devices. Finally weepent the concept of projected PCM that could lzave
significant impact on multi-level PCM.

2. PROGRAMMING

In a PCM device, a tiny volume of phase-change ni#tis sandwiched between two electrodes. When a
RESET pulse is applied to the device, an amorphegi®n is created via the melt-quench process. When
SET pulses are applied, the size of the amorpheg®nm decreases because of crystallization. Inethes
nanoscale devices, crystal growth appears to bdahgnant mechanism with which crystallization ascu
[8]. Multiple resistance levels are achieved byyirag the size of the amorphous region by the apfiha of
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either RESET or SET pulses. One could vary the indgg or the width of the pulse or also the widtlit®
trailing edge. A typical programming curve that wisothe variation of the programmed resistance as a
function of the programming current (obtained bydmlating the gate voltage) is shown in Figure 1&g

left part of the programming curve is unidirectibaad involves mostly amorphous-to-crystalline ghas
transition. The right part of the programming cuisemostly bidirectional, with the melt-quench pees
dominating the phase transition.

However, given the device-to-device variations asm@n array, it is difficult to achieve identictltes across

a large array by applying single programming puldegen though we can achieve a certain phase
configuration in a single PCM device by applying agwpropriate programming pulse, it is impossible to
achieve the same state in a large collection ofcdsvby application of the same programming puise.
Figure 1(b), we show a resistance distribution eswonding to 4 programmed levels obtained via singl
pulse programming. Because of the variability, dfstributions overlap. Phase-change devices exbdih
inter-device and intra-device variability. Intervitee variability arises predominantly from strualr
variability during the fabrication of phase chamgices. The physical attributes of the devicehasthe
thickness of the phase-change layer, the electlodensions etc., can vary across the entire wates
variability is likely to increase further when thevices scale into future technology nodes. Inreshtthe
most likely reason for intra-device variability tisat the amorphous regions created via the meltefue
process are likely to have a slightly differentrato configuration with a different distribution ofystalline
nuclei each time [9].

To counter this variability, iterative programmirggneeded where a sequence of write-and-verifysstep
used in a feedback loop to minimize the error betwthe programmed and a specified target resistanek

[7]. With iterative programming, one can achieghtidistributions of resistance levels as showRigure
1(c). The iterative programming operation needbecfficient to be of practical significance. Tchmve

low energy consumption, several schemes have lrepoged that minimize the application of high-eyerg
melting pulses. To reduce latency, a scheme has pexposed that implement the measurement of the
current error and the subsequent corrections t@atmglitude of the write pulse in the analog donfdip
[10]. A512 Mb PCM chip was fabricated in the 90 @MOS process that implements iterative programming
schemes [11], [12]. MLC programming at 2 bits/devims been accomplished using this chip; in padaticu
convergence of the programming algorithm was aadéw fewer than 13 iterations for 99.9% of theides,
resulting in a write access time of 9.8 us.
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Fig. 1. (a) A typical programming curve indicatititge programmed resistance vs. the programming rurire this
particular case, the programming current is vabgd/arying the voltage appligd the gate of the FET access de
under constant bias voltage. (b) Resistance digidb corresponding to 4 programmed levels usingglsipulse
programming. Variations cause the distribution®verlap because the same applied voltage pulss keatifferen
temperatures in different devices. (c) Tight, weehtrolled distributions can be achieved usingatige programming i
described in Papandreou et al. [7].

3. READ-BACK

3.1 Resistance Variations

A key challenge while retrieving the stored infotioma is the resistance variations with time andgerature.
These resistance variations are caused mostlyghgttase-change material in the amorphous phasauec
electrical transport in amorphous phase-change riastés thermally activated (the activation eneigy
typically in the range of 0.2 to 0.4 eV), the pragmed resistance levels exhibit a significant teatoee
dependence. But what is more detrimental is thepteah variations in properties, such as the adtivat
energy for carrier emission. This naturally tratedainto a temporal evolution of the resistancecslfy
referred to as the resistance drift. For examplesoastant ambient temperature, the resistancealypi
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exhibits a temporal dependence characterizedR @y = R(t,)(t/ty)"®, where R(to) is the resistance
measured at timg. The drift coefficienvy, which has a typical value of 0.1, exhibits sigr@ht inter-device
and intra-device variability. This drift variabijis arguably the most significant challenge forltiHevel
storage in PCM [14]. Another key challenge is thfatoise. When a bias voltagés, is applied to read back
the resistance levels, significant fluctuationg@mof the mean curreng, are observed. This relatively low
frequency noise exhibits a characteristic constamalized current spectral densfy/ /2, with a 1f
frequency dependence [15].

There is wide consensus that resistance driftusead by the structural relaxation of the amorphuhase.
When the molten phase-change material is quendggdly, the atomic configurations are frozen into a
highly stressed glass state that relaxes to lowergy states [16]. Recent first-principles caldolas provide
significant insights into the microscopic picturestructural relaxation and the nature of the “idglass”
[17], [18]. They show that the increase in resiseaaver time is correlated with the eliminatiordefects in
the amorphous phase, accompanied by a slow ewolafithe bond network towards structures that teave
first-neighbor topology similar to that of the dgtline phase, but without the required long-rangser.

One approach to model the dynamics of structutakation is via a two-state model for the relaxatad
defects [19]. This is based on the popular relaxathodel proposed by Gibbs [20]. The essential isl&aat
there are structural defects that can be removaélbyation. To remove these defects, differenation
energies are required. As the relaxation procetmfects with lower activation energy will be remdvast,
followed by those with higher activation energyeTdistribution of activation energies for the relan of
defects serves as the parameter that tracks tteecéteelaxation of the material at any instancénme. But
there are some drawbacks to this approach. To megplrimental observations, it is required to have
relatively flat distribution of activation energieser the whole energy range in all materials eiihidp drift
behavior. Moreover, according to the Gibbs pictuhe, defects that have undergone relaxation once no
longer participate in subsequent relaxation prazess

An alternative microscopic picture is that the atooonfigurations collectively relax towards a méegor-
able equilibrium state (a possible ideal glasse$tafhe relaxation proceeds in a sequence of transi
between neighboring un-relaxed amorphous statesh@sn schematically in Figure 2(a) [13]. An order
parameter capturing the distance of the unrelateddssfrom the ideal glass state serves as trapkiragneter
for the state of relaxation. Such a model can destretime/temperature dependence of low-field resistance
variations remarkably well, as shown in Figure 2@9cently we showed that the collective relaxatimuel
can also be used to describe the time/temperaapendience of the high-field transport regime [21].
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Fig. 2. (a) Schematic illustration of the structwelaxation model. The amorphous state createdhgameltguencl
process is in an unstable state and procéedagh a sequence of transitions between neighdpomrelaxed amorphc
states towards the energetically more favorabledidglass” state. (b) Resistance variation dasett with a hig
resistance state as a function of time and temperathen a temperature profile as shown in thet issapplied to the
PCM device. The collective relaxation model capithe resistance variation remarkably well [13].

3.2 Drift-resilient Metrics

To counter the resistance variations, one apprizatthdesign alternate metrics or read-out schehatsare
more representative of the phase configuration¢kvis drift invariant. Owing to the strong fieldmpendence
of electrical transport in amorphous phase-changtemals [23], we can get a better measure of Hase
configuration if we explore the high-field regimé every programmed state [24]. But one cannot apply
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arbitrarily high read voltages to all states beeaofthreshold switching [25], [26] and subsequexatd
disturb. In the absence of a priori knowledge efphogrammed state, the only way to explore thb-figjd
regime of every programmed state is by applyingying read voltage and then detecting the voltage
time at which a certain current threshdlg) (s reached. This voltage or time value (typicaéiferred to as
the M-metric) is used as the measure of the progradnstately, may be fixed or varied as a function of the
instantaneous voltage value [22], [27]. Figure Bvehthat one can mitigate the effect of drift Sfigaintly
using the M-metric. Recently, a circuit realizatiohan M-metric (withlw varying with the voltage value)
was proposed with remarkably low read latency [28].
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Fig. 3. (a) MeasureBV characteristics of a typical PCM device programraedarious states. The dashed lines ind
the ways in which the programmed states can beureisThe Rmetric is measured by biasing the device at a lias
voltage. The M-metric is measured by detecting/thitage that corresponds to a threshold cuiiettiat could also va
with the bias voltage. (b) (top) The temporal etiolu of resistance corresponding to two resistatates. (bottom) Tt
corresponding temporal evolution of alternate mastsuch as the M metric exhibit substantially redidrift behavio
[22]. (c) Schematic illustration of a low latendycaiitry for M metric read-out wher, varies with the bias voltage.

3.3 Signal Processing and Coding

A complementary approach to cope with the drift @adability in MLC PCM is through coding and signa
processing. Drift and drift variability across des$ in a PCM array cause stored level distributtorshift
and broaden over time. Non-volatility, i.e., thelighof memory devices to retain the informatiotored
over time, is seriously challenged by drift. Typigadustry approaches of detecting stored dataixsdf
thresholds cannot provide adequate data retemidhe presence of such signal distortion. One plEssi
solution is to refresh the stored information gfular time intervals, but this is not practical fmnvolatile
memories because of their large storage capadityaasociated penalty in power, device wear anddgte
A more viable approach is to adapt the detectioestiolds according to the changing characterisfitse
memory devices, as is typically done today in Flastmory. This is accomplished by using reference
devices, which however, sacrifices user capacitiysalicon area.

An alternate approach for adapting the level tholshintroduces modulation coding (data shapinggstes
in which user data are grouped into sets of symaotsencoded in short codewords [29], [30]. Instefad
representing symbols by absolute voltage levetsrimation is partially stored in the relative ordéidevels
within a codeword. As this relative ordering isibglly maintained over time, such codes offer rabass
to drift. By additionally requiring codes to be apgimately balanced, i.e., to contain roughly equahbers
of each of the stored levels, changing level thokkshare estimated better. A schematic illustratibthe
level estimation and detection path is shown in Eig
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Fig. 4. Schematic illustration of level estimateamd detection path. A vector of signal levgls first permutedif) before
being stored on the PCM devices. Upon readoutnastis of the mean level values al#ained and used to detect
permuted vector. Symbols are finally recovereddwerse permutation.



E\PCOS 2016

4. DEMONSTRATION OF STORING THREE BITSPER DEVICE

The combination of coding, adaptive threshold da&iacand judicious placement of target programmed
levels leads to remarkable tolerance to drift amdiability, even for prolonged periods of time afte
programming. It has recently been shown that a R@My of 64k devices can be cycled 1 million times,
then programmed at 8 levels/device (3 bits/deviaey, subsequently reliably detected 10 days |ateast
ambient temperature variations between 25°C an@ 731]. In Fig. 5(a), the temperature profile ahé t
corresponding M-metric measurements form the 8naragned levels are shown. As shown in Fig. 5(b), the
bit-error rate remained below 3xfGhroughout the 10-day retention period. The expenis were
conducted on a prototype PCM chip with a 4-ban&rietiving architecture. The PCM devices are based o
doped GeShTes and are integrated with the peripheral read/weiteuitry at 90nm CMOS baseline
technology.
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Fig. 5. (a) Time-temperature profile and the cqroesling M-metric measurements from 8 programmedi$eyb) Bit-
error rate for 3 bits/device storage.

5. PROJECTED PHASE-CHANGE MEMORY

An emerging avenue of research is that of designiegnory devices specifically for multi-level stoeag
Although phase-change materials have excellentgstragsition properties, that is, they can undeigase
transitions on the nanosecond timescale and dowanioscale dimensions, their highly disordered neatu
and high defect density make them susceptiblegiolyiundesirable electrical effects, such as naigkdrift.
This leads to the difficult task of having to opi@the phase-change and the electrical propéntiese and
the same material.

We recently proposed the concept of projected P@&Micgs, where the device comprises a carefully
designed segment consisting of a non-insulatingerat(projection segment) that is parallel to phase-
change segment as shown in Fig. 6(a) [32]. Thetasie of this projection segment is judiciouslgsdn
such that it has only a marginal influence on thi#&enoperation, but a significant influence on tiead
operation. This is indeed possible because of tgklyhnonlinear nature of the electrical transpiort
amorphous phase-change materials. At high fieldsamorphous material undergoes threshold switching
leading to a low-resistance ON state [26]. Thusluifing the high-field write process the resistantéhe
projection component is significantly higher thaie 1ON-state resistance of the amorphous regiont ofios
the current will still flow through the phase-charspgment. During the low-field read process, h@neghe
current bypasses the highly resistive amorphousmegnd flows through that part of the projectiegment
that is parallel to it. Hence, the resistance &f device is dominated by the resistance of that gfathe
projection segment, and thus is a good measubeafrhorphous/crystalline phase configuration. Theesp-
configurational information is, in a sense, progecbnto the projection component.

To demonstrate the concept of projection, sevemgépted PCM devices with a lateral device geomegse
fabricated. Both the temporal resistance drift aoide were practically eliminated in these devidé drift
coefficientvg was orders of magnitude lower than the value 6%3.in identical phase-change devices
without projection (see Fig. 6(b)). As shown in .F&(c), the I/ noise is also reduced significantly via
projection, approaching noise figures close tatleemal noise floor.

The concept of projection could have significamsmEguences for multi-level storage. For exampleedace
the power needed to program a device, the phaseggelmomponent can be made as small as or asvesisti
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Fig. 6. (a) Compared to@nventional PCM device, the projected PCM deviage &n additional segment in paralle
the phase-change segment. The desirédharacteristics corresponding to those s@gments are shown schematic
The amorphous phase is denoted as AMOR with thregponding resistancBamor, and the crystalline as CRYST w
resistance Bryst. The projection segment is denoted as PROJ witistamceReros In write mode, the write volta
exceeds the threshold voltage, and the amorphatisrsgoes into the ON-state with a resistaRegor,on that is lowe
thanReroa This ensures that most of the current flows thtothe phase-change segment. In read mode, beRatses
chosen to be much lower th®amvor at low fields, the current preferentially flows dkuigh the section of the project
segment that is parallel to the amorphsestion. Elsewhere, the current will preferentidliow through the crystallir
section. (b) Comparison between the resistanceidrd regular ana projected PCM device. (c) Comparison betv
the normalized spectral density of the currenteaisa regular and a projected PCM device meadordgvo differen
read voltages. The dashed lines show the thernisé floors for each bias voltage and resistan&. [3

as possible, as long as the phase change isdtmilitMoreover, the amorphous phase-change matanal
have undesirable electrical properties as longeaptojection material has excellent electricafabteristics.
Finally, the projection component can have veryirative geometries and resistance variations fitéde
both fabrication and multi-level storage.
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