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Introduction 

• Who we are 
o Leigh Phan - Data Science Facilitator, UCLA Library Data Science Center 

o Stephanie Labou - Data Science Librarian, UC San Diego Library 

o lbraheem Ali - Science Data Librarian, UCLA, Biomedical Library 

o Erin Foster - ROM Program Service Lead, UC Berkeley 

• We're not the experts or have all the solutions, but are presenting concepts to 

consider in your own work 

• Topics we'll cover 



Workshop Overview 

Introductions 

Examples 

• Data privacy 

o Issues of openness vs privacy 

• Algorithmic bias 

o Considering bias in computational models 

• Engaging communities in research 

o Centering communities & participants 

Breakout Room Discussions 

Reconvene & share discussion topics 

Feedback survey 



Guiding question: 
Who is impacted by your 

research? 





Why do we have to think about privacy? 
BUSINESS 

100 Million People In The U.S. Affected By 

Capital One Data Breach 
July 30, 2019 4 23 PM ET 

Hea,cionAIIThingsCons, 

Giant Equifax data breach: 143 million 
people could be affected 
by Sara Ashley O'Brien @saraashlevo 

© september B, 2017: 9:l 

Verizon data of 6 million users leaked online 
by Selena Larson @selenalarson 

(9 July 12, 2017: 4 14 PM ET 

Home Cloud Computing in Healthcare Healthcare Data Leaks on GitHub Credentials 
Corporate Data and the PHI of 150.000• Patients 
&posed 

Marriott discloses new data breach 
.....................................................,I impacting 5.2 million guests 

The hotel group is sending emails to guests affected by the breach. 

• 
Curie Mihelcik t"' March 31. 2020 9:12 a.m. PT LISTEN· OL13 )� (Jl ( ► 



Why do we have to think about privacy? 

Opinion 

The Devastating Consequences of Being 
Poor in the Digital Age 
When someone who is living paycheck to paycheck falls victim to 

an online fraud or a breach, the cascade of repercussions can be 

devastating. 

2015 U.S. Transgender Survey (USTS) (ICPSR 37229) By Mary Madden 
Ms. Madden 1s a technology researcher. 

Version Date: May 22, 2019 8 Cite this studY. I Share this P-gg� 
Apnl 25, 2019 

Principal lnvestigator(s): 9 

SandY. E. James, National Center for Transgender Equality (U.S.); Jody Herman, National C 

Equality (U.S.); Lisa Mottet, National Center for Transgender Equality (U.S.); Ma'ayan Anafi, 

Oual Health Res. 2017 May; 27(6): 893-908. PMCID: PMC5865471 

Published online 2016 Sep 19. doi: 10.1177/1049732316669338 

Ethical and Safety Issues in Doing Sex Work Research: Reflections From 

a Field-Based Ethnographic Study in Kolkata, India 

1Sunny Sinha 



Data privacy - in general 

We all know not to include information like full names or addresses in 

public/broadly accessible datasets 

We may even know to "anonymize" data to some extent, removing or aggregating 

other potentially identifying variables 

Range of privacy levels depend on the kind/type of data, from health data to 

informal online surveys 



3 types of privacy considerations 

Personally identifiable data 

Linkable data 

Statistical approaches to privacy 

� Ongoing tension of openness vs. privacy 



Personally identifiable information - broader than you think! 

Common PII definition (NIST): "PII is any information about an individual maintained by 
an agency, including (1) any information that can be used to distinguish or trace an 
individual's identity, such as name, social security number, date and place of birth, 
mother's maiden name, or biometric records; and (2) any other information that is linked 
or linkable to an individual, such as medical, educational, financial, and employment 
information." 

For example: full names, addresses, voice signatures, photographic images, and even IP 
addresses 

There are also items that are not themselves PII, but when combined, could identify 
someone 

https://csrc.nist.gov/glossary/term/PII#:~:text=personally%20identifiable%20information-,Personally%20Identifiable%20Information,SP%20800%2D79%2D2%20EGovAct


Can data ever be truly anonymized? 

Article I Open Access I Published: 23 July 2019 

Estimating the success of re-identifications in 
incomplete datasets using generative models 

Luc Rocher, Julien M. Hendrickx & Yves-Alexandre de Montjoye B 

Nature Communications 10, Article number: 3069 (2019) I Cite this article 

117k Accesses I 78 Citations I 2604 Altmetric I Metrics 

heavily incomplete dataset. On 210 populations, our method obtains AUC scores for 

predicting individual uniqueness ranging from 0.84 to 0.97, with low false-discovery rate. 

Using our mogrl we find that 99.98% of Americans would be correctly re-identified in any 

dataset using 15 demographic attributes. Our results suggest that even heavily sampled 

anonymized datasets are unlikely to satisfy the modern standards for anonymization set 

forth by GDPR and seriously challenge the technical and legal adequacy of the de­

identification release-and-forget model. 

https://www.nature.com/articles/s41467-019-10933-3/


Privacy vs. accuracy 

Differential privacy: statistical approach to privacy for small n, identifiable groups 

Construct cross-tabs from "true" data Draw noise from Laplace distribution Add noise to cross-tab 

Never 
School Attendance 

Attending Past 

Male 3 12 33 

Female 4 17 31 

+8 

Draw one point for 
each cell in cross-tab 

School Attendance 
Never Attending Past 

Male 3-1 = 2 12+ 0 = 12 33 + 1 = 34 

Female 4 + 8 = 12 17+2=19 31-2=29 

Population = 100 Sum= 108 Ispread is determined by E 

https://assets.ipums.org/_files/differential_privacy_2020_census_TCRG.pdf


Privacy in your own research - guiding questions 

• What variables in your data may need to remain private/confidential? 
o Does meaningful analysis require full variables, or are some not necessary? 

• What methodologies may be appropriate, based on your domain and research 

question? 
o Removing, aggregating, statistical approaches 

• Openness vs. privacy scale in your discipline 





Models are used to create predictions of natural phenomena 

Infection Rate Prediction Models (COVID-19) Hurricane Trajectory Models 

,-,, Different organizations 
, make their forecasts' 

600K 

The N.H.C. 

... -
U.S. 

DETAIL 

400K 

ZOOK 
Connecting those circles 
creates the cone's shape 

The storm can move anywhere 
inside the cone - and 
sometimes outside 

Gulf of Mexico 

4/1/20 7/1 10/1 1/1/21 

This model incorporates state reopenings and assumes 

contact rates will increase after states are reopened. THE BAHAMAS 

COVID-19 Models, FiveThirtyEight, 2021 
NYT Learning Network, Sep 11, 2019 



Models rely on specific assumptions to create predictions 

New COVID Cases per 10,000 Residents 

15 

10 

5 

0 

Jul Oct Jan 

County 

Alameda 

Los Angeles 

- Trinity 

"A model's blind spots reflect the judgments and priorities of its creators." 

- Cathy O'Neill 



Incorrect assumptions lead to real world consequences 

We will review the following examples: 

• Bias in facial recognition software 

• Algorithmic bias in health insurance financial allocation 

• Predicting criminality with the COM PAS recidivism algorithm 



44,9% 

47-7% 

COMPAS Recidivism Algorithm 

COMPAS: Correctional Offender 
Management Profiling for Alternative 
Sanctions 

• Software used to assess a defendant's 
risks of re-offending (within two years) 

• ProPublica obtained the risk scores 
assigned to more than 7,000 people 

Machine Bias 
There's software used across the country to predict future 

criminals. And it's biased against blacks. 

by Julia Angwin.Jeff Larson, Surya Mattu and Lauren Kirchner, ProPublica 

May 23, 2016 

Prediction Fails Differently for Black Defendants 

WHITE AFRICAN AMERICAN 

arrested in Broward County, Florida, in Labeled Higher Risk, But Didn't Re-Offend 23.5% 

2013 and 2014 and checked to see Labeled Lower Risk, Yet Did Re-Offend 28.0% 

how many were charged with new 
crimes over the next two years 

• High percentage of false positives and 
skewed toward Black defendants 

Angwin et al., 2016. ProPublica. 



Racial bias in a commercial risk-prediction tool for allocating 
health insurance support 

• Goal: Provide additional support for people with 
A 

Racesignificant healthcare needs --♦-· Black 

--+--white 

Re/erred for screen • Defaulted into program :o Give individual patients a 'risk score' 
o Individuals with high risk score qualify for the program 
o Moderate risk scores are referred to a primary care physician 

• Reality: 
o Due to barriers in healthcare access, Black patients had more 

health care issues than white patients at the same risk score. 
o Algorithm predicts healthcare costs instead of illness, leading to 

a significant disparity in the populations 
o Correcting for the bias increased the percentage of black people 

getting help from 17.7% to 46.5% 

Obemeyer et al 2019. Science. 



Facial Recognition - Gender Shades 

Evaluated accuracy of Al classification products 

• Constructed dataset from 1,270 images of public 

officials from 3 African countries and 3 European 

countries 

• Evaluated Microsoft, IBM, Face++ 

Results 

• Overall high accuracy 

• All companies performed better on male than female 

subjects and on lighter subjects as a whole 

• Analysis by intersectional groups revealed all 

companies performed worst on darker-skinned female 

subjects 

2019 Re-evaluation 

Algorithmic Justice League 

Gender Darker Darker Lighter Lighter Largest 

Classifier 

I" Microsoft 

Male 

94.0% 

Female 

79.2% 

Male 

100% 

Female 

98.3% 

Gap 

20.8% 
-

-BFACE .. 99.3% 

-

65.5% 

-

99.2% 94.0% 33.8% 

88.0% 65.3% 99.7% 92.9% 34.4% 
=�=,= 

Buolamwini, J., Gebru, T. (2018). Proceedings of Machine Learning Research. 



Facial Recognition - FairFace 

Face Attribute Dataset for Balanced Race, 
100 

90 

80Gender, and Age for Bias Measurement and 

Mitigation 
70 

60 

� so 
- White 

40 - Black• Constructed a novel face image dataset, - Latino 

- EastAsian 

20 SE Asian containing 108,501 images from Yahoo! 
30 

-

- Indian 

- Middle Eastern Flickr CC-1 QOM dataset 
10 

0 

• Defined 7 race groups: White, Black, 

Indian, East Asian, Southeast Asian, 

Middle East, and Latino 

LFWA+ CelebA COCO IMDB- VGG2 DiF UTK FairFace 

WIKI 

Figure 1: Racial compositions in face datasets. 



Facial Recognition - Amazon Rekognition 

• Has claimed to be able to detect emotions on faces 

of subjects (Amazon Web Services, 2021 ). 

• In 2018, mistakenly matched 28 Congress members 

to criminal mugshots; disproportionately 

misidentified members of color (Snow, 2018). 

• Has been sold to law enforcement agencies and 

U.S. Immigration and Customs Enforcement (ICE) 

(Shaban, 2018). 

• June 2020: Announced moratorium on selling 

Rekognition to law enforcement (Allyn, 2020). 

During June 2020, IBM also announced it would sunset its 

facial recognition products and no longer provide to police 

departments (Allyn, 2020). 



Returning to our guiding question: 

• What is the right question? 

Accuracy or privacy? 
o Those impacted by both COMPAS Who is impacted 

and health insurance risk 

assessment were marginalized, by your research? 
predominantly Black communities 

• Consent, awareness, 

engagement 





Center communities in research 

How to include communities in 

research that impacts them? 

Will focus on three areas: 
• Reporting back to study participants 
• Leveraging community expertise 
• Enabling broader social change 



Reporting back: For Healthy Kids! Project 

A 1 O+ year  study i nvest igat i ng  pesti c ide exposu re i n  
fa rmworkers a n d  nonfarmworkers i n  an  ag ri cu ltu ra l  
commun ity. Settled on 

thermometer 
graphic as best • Used a commun ity based part ic ipatory research 

visual way to 

approach to engage with the com mun ity. communicate 
pesticide 

• Asked com mun ity about best way to commun icate back exposure data. 
-

resu lts :  
o Community promoters who previously collected 

samples/questionnaires from study participants later 
disseminated results. 

o Identified a graphic as most effect method to communicate the 
exposure level & risk. 

Thompson, Beti PhD; Carosso, E l izabeth BA; Griffith, Wi l l iam PhD; Workman, Tomomi  BS; Hoh l, Sarah M PH; Faustman, E la ine PhD.Journal of 

Occupat ional  and Environmental Medic ine:  October 20 1 7  - Volume 59 - Issue 1 0  - p 982-987 do i :  1 0 . 1 097/JOM.0000000000001 1 07 

https://journals-lww-com.libproxy.berkeley.edu/joem/toc/2017/10000


Context matters: SAFE Lab 

Research focusing on social media 

communication amongst 

gang-involved/affiliated youth. 

• Worked with domain experts to 

create community-informed 

algorithms. 
• Follow a code of ethics, including: 

o Transparency at a l l  l eve ls  
o Exp lo re new ways to document consent 
o Not shar ing  data with g roups that use 

"pun it ive and crim i na l i z i ng  methodo log ies" 

Frey, W .  R., Patton, D .  U . ,  Gaskel l ,  M .  B . ,  & McG regor, K .  A .  (20 1 8) .  Artific ia l  intel l igence a n d  inc lus ion :  Formerly 
gang-involved youth as domain experts for analyzing unstructured twitter data. Social Science Computer Review, 
089443931  878831  4. 

, r••

-
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Aggression Grief or loss Other (such as substance use) 

RIP ,es m peace) and BIP (ball tn paradise) 
com up commonly m t •s bo ;t oss. 
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· · woke u th in kin yu was gon be here, 

R IP  JROY--
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to r I ev nts nd peopt D t.1. 0  8 



• • • • • • • • • 

Social change: Mil l ion Dollar Hoods Project 

A community-based research initiative focusing on 

the human and fiscal costs of mass incarceration. 

• Work with local advocates and activists to guide 

research. 

• Sponsor the Big Data for Justice Summer 

Institute that trains students & community 

members. 

• Inform policy reform undertaken by the Los 

Angeles Social Equity Program. 

Lee, E., Lytle Hernandez, K., and Tso M. (2020). "Pol ic ing Transit ional-Aged Youth in Cu lver City: An Analys is  of Arrests by the Cu lver City Pol ice 

Department 201  6-201 8". Los Angeles, CA. The Mi l l ion Dol lar  Hoods Project. 

PO L I C I N G  
C U LV E R  C I TY 
AN ANALYSIS OF ARRESTS BY THE CULVER CITY POLICE DEPARTMENT (2016•2018) 

A M I L L I O N  D O L L A R  H O O D S  R E P O R T  
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Final thoughts & guiding questions 

What other topics arise when engaging 

communities and data? 

• Data governance, data sharing, much more! 

Continue the conversation - how do we take 

ownership and push this forward in our 

research? 

https://unsplash.com/@lgnwvr?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/change?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Leading Organizations 

• Algorithm ic  Just ice League 

• B l ack i n  Al  

• GenderShades.orq 

• UC San D iego I nstitute for Pract ica l  Eth ics 

• UC Berke ley Algorithm ic  Fa i rness and Opacity G roup (AFOG) 
• UCLA C2i2 - Center for Cr it ica l I nternet I nqu i ry 

https://www.ajl.org/
https://blackinai.github.io/
http://gendershades.org/
https://ipe.ucsd.edu/
https://afog.berkeley.edu/
https://www.c2i2.ucla.edu/


Than k you for 
join ing the conversation ! 

https://docs.google.com/forms/d/e/1FAIpQLSerP8pOJvX-UE60FsjzVf5u4TOcbM02Wi5AYRkPukHpOZdEJg/viewform



