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ABSTRACT  ARTICLEINFO  
The complexity of real-world problems motivated researchers to 

innovate efficient problem-solving techniques. Generally natural 

Inspired, Bio Inspired, Metaheuristics based on evolutionary 

computation and swarm intelligence algorithms have been frequently 

used for solving complex, real-world optimization and Non-

deterministic polynomial hard (NP-Hard) problems because of their 

ability to adjust to a variety of conditions. This paper describes Grey 

Wolf Optimizer (GWO) as a Swarm Based metaheuristic algorithm 

inspired by the leadership hierarchy and hunting behavior of the grey 

wolves for solving complex and real-world optimization problems. 

Since the appearance of GWO many modifications for improving the 

performance of the algorithm and have been applied to various 

applications in several fields. At the end of this paper, the improvements 

are listed. 
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INTRODUCTION 

A metaheuristic is a collection of algorithmic frameworks inspired by nature designed to provide the fittest near-

optimal solution for optimization problems (Marqas et al., 2020). These algorithms are preferred especially when 

the available information is not complete and computational capacities are limited (Bianchi et al., 2009). A 

metaheuristic is different from a heuristic as it is not application-specific and may be applied for a variety of 

problems with a few assumptions. These algorithms are applied when the solution space is too large to be 

completely sampled (Almufti et al., 2021a). Metaheuristics algorithms are divided into four categories as shown in 

Fig 1. This paper presents the Grey Wolf Optimizer (GWO) algorithm, which is a Swarm-Based algorithm that 

belongs to the Nature-inspired category of Metaheuristics algorithms. 

 

           Grey Wolf Optimizer (GWO) developed by Mirjalili et al. in 2014 (Mirjalili et al., 2014). The GWO is a 

metaheuristic algorithm that belongs to the third category (Nature-inspired). This algorithm is inspired by the 

hunting process found in Grey Wolves. This is unique as it follows the leadership hierarchy of the grey wolves. 

Grey wolves are well known for pack hunting and no other SI methods were proposed to follow this hierarchical 

hunting behavior (Almufti, 2018). This paper is an attempt to review the GWO algorithm and its proposed 

applications which help the researcher in the future to apply it in other new and promising fields of application such 

as path planning and path following control of autonomous underwater vehicles. 

 

            Metaheuristics Algorithms in the past the methods that have a stochastic mechanism were often called a 

heuristic algorithm, nowadays in recent studies, it refers to as metaheuristics which is a combination of two words 

Meta and Heuristic, where the world “heuristic” means finding or discovering a goal by trial and error, and the 

world “meta” means a beyond or higher level, that means a metaheuristic generally refers a “higher level of 

heuristics” (Almufti, 2018; Glover, 1986). Generally, metaheuristic algorithms represent a "master strategy that 

guides and modifies other heuristics to produce solutions beyond those that are normally generated in a quest for 

local optimality" (Almufti, 2019a; Ihsan et al., 2021). Those algorithms use a certain adjustment of randomization 

and local search. A good solution for difficult optimization problems can be found in a reasonable time, but in 

general, there is no guarantee of finding optimal solutions (Almufti, 2018; Marqas et al., 2020; Marashdih et al., 

2018). In the fields of computer science, mathematical optimizations, and engineering’s, the term “metaheuristic” 

represents a higher-level procedure or heuristic designed to search, find, generate, or select a heuristics, that may 

provide a good solution to an optimization problem, especially for the large problems such as (NP-hard problem) or 

in case of limit, incomplete or imperfect information (Asaad et al., 2018; Saban et al., 2018; Yahya et al., 2020). 

Metaheuristics consist of a set of solutions that is too large to be completely sampled. Metaheuristics may make few 

assumptions about the optimization problem being solved, and so they may be usable for a variety of problems. 

(Balamurugan et al., 2015). Comparing with optimization algorithms or iterative methods, metaheuristics do not 

guarantee that the best solution globally optimal solution can be found on some class of problems (Mirjalili et al, 

2014; Salim et al., 2018). Many metaheuristics implement some form of stochastic optimization so that the solution 

found is dependent on the set of random variables generated. In combinatorial optimization, by searching over a 

large set of feasible solutions, metaheuristics can often find good solutions with less computational effort than 

optimization algorithms, iterative methods, or simple heuristics. As such, they are useful approaches for 

optimization problems (Marqas et al., 2019; Yahya et al., 2019). Metaheuristics algorithms are categorized into four 

categories as shown in fig 1. Each of these categories is further sub-divided, in this paper GWO which is a swarm-

based algorithm that belongs to the nature-inspired category of metaheuristics algorithms is reviewed (Saeed et al., 

2019). 
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Figure 1. Categories of metaheuristics algorithms (Harifi, S. et al. (2020) 

GREY WOLF OPTIMIZER (GWO)  

GWO is a swarm intelligence-based meta-heuristic algorithm that mimics the leadership hierarchy and hunting 

process of grey wolves in nature and mathematically models them (Al-Aboody et al., 2016; Panda et al., 2019). 

Grey wolves often prefer to live together. The population-based on the importance is divided into four groups 

which are and, respectively. The alphas are the leaders of the group and are responsible for making decisions for 

hunting. The second level includes betas that help alphas in making decisions and other group activities. The 

omegas have the lowest level of hierarchy and are submissive to and wolves. If a wolf is not a or, then it is. The 

deltas follow a and b wolves but dominate the omega. The most important wolf groups are and, respectively, that 

should guide omegas into areas with higher hunting probability (Panda et al., 2019; Mirjalili et al., 2015). Figure 2 

shows the steps of the GWO Algorithm for solving optimizations problems. 
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Figure 2. GWO flowchart (Amirsadri et al., 2017) 

INSPIRATION OF GWO 

GWO is a swarm-based algorithm inspired by the social intelligence of grey wolf leadership and hunting strategies. 

Generally, the grey wolf has four packs (Alpha, Beta, Delta, and Omega). In each pack of grey wolves, there is a 

common social hierarchy that dictates power and domination (see Figure. 3). In the Gray wolf hierarchy strategy, 

the most powerful wolf is alpha leads the entire pack in hunting, migrations, and feeding processes. In case of the 

absence of alpha wolf from the pack, the strongest wolf of the beta pack wolfs takes the lead of the pack (Faris et 

al., 2017; Almufti, 2017). The power and domination of the two other packs delta and omega are lower than alpha, 

and beta as can be seen in Fig. 3. This social intelligence is the main inspiration of the GWO algorithm. Another 

inspiration is the hunting approach of grey wolves. When hunting prey, grey wolves follow a set of efficient steps: 

encircling and attacking. This allows them to hunt big prey (Almufti, 2017; Negi et al., 2020). 
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Figure 3. Social hierarchy of grey wolves (Mirjalili et al., 2015) 

 

MATHEMATICAL FORMULATED OF GWO 

GWO algorithm divide into two phases includes: 

 Encircling 

 Attacking (Hunting) 

 

 a. Encircling  

As encircling phase, the first step in hunting process to chase and encircle. Mathematically in this phase for an n-

dimensional space GWO considers two wolfs (points) and it updates their location of the first one based on that of 

the second one. Based on Eq.1: 

 (   )   ( )      (1) 

 

Where  (   ) represents the next location of the wolf,  ( ) represent the current location, A is a coefficient 

matrix and D is a vector that depends on the location of the prey (Xp) and is calculated as show in eq.2.  

       ( )   ( )  (2) 

 

Where C can be calculated by eq. 3.  

        (3) 

Where     is a randomly generated vector ∈ [0,1]. By using these two equations, a solution is able to relocate 

around another solution. Note that the equations use vectors, so this is applied to any number of dimensions. An 

example of possible positions of a grey wolf with respect to a prey is shown in Figure. 4. 
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Figure 4. Wolfs position updating (Panda, M. & Das, B. (2019) 

 

Note that the random components in the above equations simulate different step sizes and movement speeds of grey 

wolves. The equations to define their values are as follows: 

           (4) 

 

Where a is a vector where its values are linearly decreased from 2 to 0 during the course of run. r1 is a randomly 

generated vector from the interval [0,1]. The equation to update the parameter a is as follows: 

      (
 

 
) (5) 

 

Where t shows the current iteration and T is the maximum number of iterations. 

 

b. Attacking (Hunting) phase 

 

With the equations presented above, a wolf can relocate to any point in a hypersphere around the prey. However, 

this is not enough to simulate to social intelligence of grey wolves. It was discussed above that social hierarchy 

plays a key role in the hunt and the survival of a pack. To simulate social hierarchy, the three best solutions are 

considered to be alpha, beta, and delta. Although in nature there might be more than one wolf in each category, it is 

considered that there is only one solution belong to each class in GWO for the sake of simplicity. 
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Figure 5. Alpha, beta, delta and omega in GWO (Mirjalili, 2015) 

 

The concepts of alpha, beta, delta, and omega are illustrated in Figure 5. Note that the objective is to find the 

minimum in this search landscape. It may be seen in this figure that alpha is the closest solution to the minimum, 

followed by beta and delta. The rest of the solutions are considered omega wolves. There is just one omega wolf in 

Figure 5, but there can be more. In GWO, it is assumed that alpha, beta, and delta are always the three best 

solutions obtained so far. The global optimum of optimization problems is unknown, so it has been assumed that 

alpha, beta, and delta have a good idea of their location, which is reasonable because they are the best solutions in 

the entire population. Therefore, other wolves should be obliged to update their positions as follows: 

 

 (   )  
 

 
   

 

 
   

 

 
   (6) 

 

Where    and    and    are calculated with Eq. 7. 

 

     ( )        

     ( )        

     ( )        

(7) 

 

Where       and    can be calculated by Eq. 8. 

             
             

             

(8) 
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MODIFICATIONS OF GWO 

Generally, all the metaheuristics algorithms after their first appearance undergo many modifications and 

improvements, so that they can be used to solve various problems (Almufti, 2021b; Wen et al., 2015). 

After the appearance of the Grey Wolf Optimizer (GWO) algorithm in 2014 (Mirjalili S, Mirjalili SM, 

Lewis, A., 2014; Almufti, S., 2019) to meet the demands of the real-world problems many modifications 

have been applied to the original GWO to improve the performances of the proposed algorithm. The 

modifications were in two various ways: Unhybridized GWO: This form includes the original or the 

standard GWO as proposed by Mirjalili (Mirjalili et al., 2014) and all the varied forms of GWO which 

have been modified with different parameters and approaches to the Original GWO along with the 

different variants (Almufti, 2017). Hybridized GWO: Hybridization means a combination of two or more 

algorithms to utilize the benefits of the characteristics of each algorithm in the best possible way. The 

hybridized algorithm showed competitive results in terms of convergence rate, quality results, efficiency, 

and stability than the individual algorithms in most cases (Almufti, 2017).  

 

In this section, some of the modifications and improvements of the GWO algorithm are listed and 

arranged according to the development year, as shown in Table (1).  

 

Table 1. GWO based algorithms 

 

# Abbr. Name Author Type Year Ref. 

1.  IGWO Improved GWO Wen et al. Unhybridized 2015 (Wen et al.,2015) 

2.  
CEGWO 

Complex-valued encoding 

GWO 
Luo et al. Unhybridized 

2015 
(Luo et al., 2015) 

3.  BGWO Binary GWO Emary et al. Unhybridized 2016 (Emary et al., 2015) 

4.  MGWO Modified GWO Mittal et al. Unhybridized 2016 (Mittal et al., 2016) 

5.  MDGWO Modified discrete GWO Li et al. Unhybridized 2016 (Li et al., 2016) 

6.  
MOGWO Multi-objective GWO Mirjalili et al. Unhybridized 

2016 (Marijalili et al., 

2016) 

7.  EGWO Enhanced GWO Joshi and Arora Unhybridized 2017 (Joshi et al., 2017) 

8.  GWO-

PSO 
GWO- particle swarm optimizer 

Singh and 

Singh 
Hybridized  

2017 
(Singh et al., 2017a) 

9.  GWO-

ACO 
GWO-Ant Colony Optimization Ab Rashid Hybridized 

2017 
(Ab,2017) 

10.  
GWO-GA GWO- Genetic Algorithm Tawhid and Ali Hybridized 

2017 (Tawhid et al., 

2017) 

11.  GWO-

SCA 
GWO- Sine Cosine Algorithm 

Singh and 

Singh 
Hybridized 

2017 
(Singh et al., 2017b) 

12.  
CGWO Chaotic GWO 

Kohli and 

Arora 
Unhybridized 

2018 
(Kohli et al., 2018) 

13.  EEGWO Exploration-enhanced GWO Long et al. Unhybridized 2018 (Long et al., 2018) 

14.  INGWO Intelligent GWO Liu et al. Unhybridized 2018 (Liu et al., 2018) 

15.  VWGWO variable weights GWO Gao and Zhao Unhybridized 2019 (Gao et al., 2019) 

16.  RLGWO Refraction learning-GWO Long et al. Unhybridized 2019 (Long et al., 2019) 

GWO APPLICATIONS 

Over year, Grey Wolf Optimizer (GWO) algorithm and its modifications showed high-performance in solving 

different real-world problems and it has been used for solving unconstrained, constrained, multi-objective and NP-

Hard problems in fields of engineering, medical, environment, etc. as summarized in Table 2. 
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Table 2. Summarize GWO applications in different field 

 

 

# Application 

 

Discussion 

 

Reference 

 

1.  

Feature 

selection 

Feature selection is one of the important processes in machine 

learning and data mining. The goal of feature selection is to 

reduce the number of features, select the most representative 

ones and to eliminate redundant, noisy and irrelevant features. 

The problem of searching for best set of features is considered 

as complex and difficult problem due to the extremely large 

search space when the number of features is large. 

(Negi et al., 2020) 

(Mittal et al., 2016) 

(Eary et al., 2015) 

(Vosooghifard et al., 2015) 

(Mejahed et al., 2016) 

(Yamany et al., 2016) 

2.  
Clustering 

applications 

Clustering is a common machine learning and data mining task 

where the goal is to divide data instances into several groups 

that have similar characteristics in some sense. 

(Kumar et al., 2017) 

(Zhang et al., 2015) 

(Yang et al., 2015) 

3.  

Training 

neural 

networks 

Artificial neural networks (ANNs) are information processing 

models inspired by the biological nervous systems. ANNs are 

widely applied in research and practice due to their high 

capability for capturing nonlinearity and dynamicity. However, 

the performance of ANNs is highly affected by their structure 

and connection weights. Traditionally, the efficiency of any 

new metaheuristic algorithm is investigated in optimizing the 

connection weights neural networks shortly after its release. 

(Mirjalili, 2015b) 

(Mosavi et al., 2016) 

(Mohamed et al., 2015) 

(Almufti,2021) 

4.  
Design and 

tuning 

controllers 

In control engineering, we have noticed an increased number of 

publications that investigate the application of GWO in tuning 

the parameters of controllers such as integral (I), proportional-

integral (PI), proportional-integral-derivative (PID). 

(Li et al., 2015) 

(Yadav et al., 2016) 

(Das et al., 2015) 

5.  

Knapsack 

Problem 

The knapsack problem is a problem in combinatorial 

optimization: Given a set of items, each with a weight and a 

value, determine the number of each item to include in a 

collection so that the total weight is less than or equal to a 

given limit and the total value is as large as possible. 

(Yassien et al., 2017) 

6.  

Power 

dispatch 

problems 

The economic load dispatch (ELD) is a class of non-convex 

and highly nonlinear constrained optimization problem concern 

with finding an optimal load dispatch to operate and plan the 

current resources. This problem is a kind of optimization 

problem in which its complexity is increased based on the 

number of system units to be planned. It is concern with 

distributing the required electricity among the generating units 

in optimum way in order to minimize the fuel consumptions of 

each unit in accordance with a power balance equality 

constraints and power output inequality constraints. 

(Wong et al., 2014) 

(Song et al., 2014) 

(jayabarathi et al., 2016) 

 

7.  

Robotics and 

path planning 

Path-planning is an important primitive for autonomous mobile 

robots that lets robots find the shortest – or otherwise optimal – 

path between two points. Otherwise, optimal paths could be 

paths that minimize the amount of turning, the amount of 

braking or whatever a specific application requires. 

(Zhang et al., 2015) 

(Tsai et al., 2016) 

(Korayem et al., 2015) 

8.  Wireless 

sensor 

network 

Generally, GWO had a high-performance in Wireless sensor 

network applications. It has been used in Tackling the coverage 

problem in WSN, routing and localization problem in WSNs 

(Dao, 2016) 

(Al-Aboody et al., 2016) 

(Fouad et al., 2015) 
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9.  

Scheduling 

One common scheduling problem is the job shop, in which 

multiple jobs are processed on several machines. Each job 

consists of a sequence of tasks, which must be performed in a 

given order, and each task must be processed on a specific 

machine. GWO has been used to solve scheduling problem 

(Lu et al., 2015) 

(Lu et al., 2016) 

10.  Surface 

Wave 

Dispersion 

Curve 

“Surface Wave Dispersion Curve Inversion” scheme based on 

GWO. The proposed method has been verified on 

environments both with and without noise and proved to be 

efficient. 

(Song et al., 2015) 

11.  
Biomedical 

Research 

GWO can also be employed for modelling modular granular 

neural networks 

(MGNN). The proposed design performed optimal granulation 

of data for human recognition 

(Sanchez et al., 2017) 

(Parsian et al., 2017) 

12.  NP-hard 

problem 

Generally, GWO had a high-performance in solving NP-Hard 

problems 

(Korayem et al., 2015) 

CONCLUSION  

Grey Wolf Optimizer (GWO) algorithm is a Swarm-based metaheuristic algorithm proposed in 2014 by Mirjalili et 

al. After its appearance, many modifications have been proposed on it and it has been adapted to solve the various 

problem in different fields. This paper firstly addressed this overviewed the original GWO algorithm and then it 

presented some of its modifications were presented in detail, finally some of its applications considering parameter 

tuning, different approaches for feature selection and classification, and then hybridized forms were discussed. The 

applications in different fields were discussed including engineering medical, power dispatch, reliability 

optimization, etc. 
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