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ABSTRACT 
Brain tumors are one of the deadly diseases. Identifying the type of the brain tumor is very essential for the 

planning of treatment and surgery. Early detection and classification of the tumors will increase the chances of 

survival. In this paper we propose a methodology for the detection and classification of brain tumors from 

Magnetic Resonance Imaging (MRI) scans. Here for the tumor detection Support Vector Machine (SVM) is used 

and for classification of tumor Bayesian classifier is used. MRI segmentation is carried out using Watershed 

segmentation algorithm. The essential features from MRI are extracted using Zernike Moments. 

INTRODUCTION  
Brain tumors are serious diseases that are caused due to the abnormal cell formation within the brain. The brain 

tumors can be classified into two types: Malignant tumors and Benign tumors. The malignant tumors are cancerous 

tumors whereas benign tumors are non-cancerous tumors. Malignant tumors are mostly detected in children and 

benign tumors are found commonly in adults.  

 

Malignant tumors are a group of diseases that involves the growth of cells in the brain that are capable of spreading 

to other parts of the body. Malignant tumors are classified into primary tumors and secondary tumors. The primary 

tumor starts within the brain. The secondary tumors have spread from somewhere else. Benign tumors involve 

the abnormal growth of cells which lacks the capability of spreading to other parts of the body.  

 

However some of the benign tumors have the capacity to become as a malignant tumor, a non-cancerous tumor 

can become as a cancerous tumor, through a process called Tumor progression. While comparing the growth rate 

of the abnormal cell formation the benign tumors have a slower growth rate than the malignant tumors. The signs 

and symptoms of the brain tumors include frequent headaches. Usually the headaches are at the peak during 

morning and it goes away with vomiting. Other symptoms include mental changes, vision problems and when the 

disease starts progressing unconsciousness occurs.  

 

The Magnetic Resonance Imaging (MRI) is a noninvasive medical procedure which is used by the physicians for 

diagnoses and to treat the medical condition. MRI uses powerful magnetic fields, radio frequency pulses and a 

computer to generate the details about the organs, soft tissues and bones. 

 

PROPOSED METHODOLOGY 
The details about the anatomy and the presence of any abnormalities in the brain are contained in the Magnetic 

Resonance Images. Here the MRI image is the input image and in order to investigate the presence of the tumor 

in the MRI, effective preprocessing and segmentation of the MRI images are necessary. The Figure 1(a) shows 

the proposed block diagram for Brain Tumor detection and classification. 

 

In the preprocessing, firstly the input MRI image is converted into gray scale image. It is not possible to derive 

the features directly from a RGB image therefore gray scale conversion is done initially before other image 

processing operations. After the gray scale conversion, the high pass filtering is performed on the gray scale MRI 

image, which makes the image to appear sharper. Now in order to remove the noise from the image median 

filtering is performed after high pass filtering operation. The next step is performing MRI segmentation. MRI 

segmentation is done effectively using Watershed segmentation algorithm. The MRI segmentation will locate the 
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boundaries of the tumor regions. The segmentation is followed by a morphological operation. Here in this paper 

we use morphological erosion.  

 

In the proposed methodology the feature extraction is done using the Zernike moments. The usage of the Zernike 

moments in the MRI tumor investigation has some advantages. Zernike moments are actually orthogonal 

moments. It has simple rotational invariance property. It means that even when the input image is rotated at any 

angle the image maintains its originality. The output of the Zernike moments is the magnitude value (A) and the 

angle value (φ), which represents the orientation of the texture. The extracted feature contains the relevant 

information about the presence of tumor in the brain. 

 

 
Figure 1(a) Proposed block diagram for Brain Tumor detection and classification. 

 

After the Feature extraction using Zernike moment tumor detection is performed using Support Vector Machine 

(SVM). For the binary classification of images Support Vector Machine is a good classifier. In many binary 

classification the output obtained will be either yes or no. in the identification of Brain Tumor in MRI images 

SVM is chosen because of its admirable capability for deriving the facts about the presence or absence of tumor 

in the MRI image. 

 

For the effective tumor classification we propose Bayesian classifier. Bayesian classifier is a statistical method 

used for the classification of images. There are mainly three types of learning methods. They are supervised 

learning, unsupervised learning and reinforcement learning. Bayesian classifier is a supervised learning method. 

Bayesian classifier is based on the Bayes theorem.  

 

P(H/E) = [P(E/H) x P(H)] / P(E)  
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Where, P(H) is the priori probability, event before the evidence is observed and P(H/E) is the posterior probability, 

event after the evidence is observed. Bayesian classifier is capable of solving the problem that involves both 

categorical and continuous valued attributes. The Bayesian classifier is simple to implement and it requires only 

small amount of training data for classification. It is mostly used in medical applications for diagnoses and analysis 

of effective treatments. The Bayesian classifier will provide optimal decision making even when the Bayesian 

methods are computationally intractable. 

 

EXPERIMENTAL RESULTS  
This section deals with the various simulation results obtained. Table 1 shows the output values obtained for the 

Zernike moments for 3input images. Table 2 shows the tumor classification results obtained.  

Image Magnitude value (A) Angle value (φ) 

 

Image 1 

 

0.041263 

 

21.6902 

 

Image 2 

 

0.0068256 

 

-70.6213 

 

Image 3 

 

0 

 

0 
Table 1. Zernike moments output values 

 

 
Table 2. Tumor Classification results obtained 
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Here the simulation results obtained for the Image 1, Image 2 and Image 3 are shown. Figure 3(a) shows the 

simulation results obtained for Image 1 and it is classified as malignant tumor. Figure 3(b) shows the simulation 

results obtained for the Image 2 and it is classified as benign tumor. Figure 3(c) shows the simulation results 

obtained for   Image 3 and it is classified as normal, it has no tumor present. 

 

 
Figure 3(a) Simulation result for Image 1(malignant tumor) 

 

 
Figure 3(b) Simulation result for Image 2 (Benign tumor) 
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Figure 3(c) Simulation result for Image 3 (No tumor) 

 

CONCLUSION  
In this paper we propose a novel method for the tumor detection and tumor classification. The proposed method 

is simple and easy to understand. The extraction of features using Zernike moments is very effective in the 

detection of tumor parts from different kinds of MRI brain tumor images invariant of its shape, size and intensity. 

The detection and classification of brain tumor using SVM and Bayesian classifier yields better performance.  
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