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1  Introduction

Assessing complex language abilities such as speaking in interaction 
presents challenges for the development of constructs, scoring rubrics and 
the practice of assessment. There is a longstanding conviction that training 
of raters is crucial for the reduction of variance in test scores due to rater 
factors (e.g. Wilkinson, 1968). Variation in rater severity across rater 
groups may be the result of many factors, for example, construct interpre-
tations, rater backgrounds and individual biases (Eckes, 2009; Elder et al., 
2005). McNamara (1996) discusses four dimensions that may play a role 
in rater variability: rater consistency, rater leniency or severity, rater’s use 
of the rating scale and rater bias or interaction. Holistic rating scales for 
speaking and interaction present particular challenges for reaching con-
sensus on performances at diff erent levels, as ‘a single score may not do 
justice to speaking’ (Fulcher, 2003: 90) and raters are only required to 
account for an impression of an overall quality rather than for the presence 
of a certain number of specifi ed features. Consequently, even when the 
same score is assigned by diff erent raters, there is no way of ascertaining 
that raters have based that assessment on the same grounds (Jönsson & 
Thornberg, 2014), or that raters have understood and used a particular 
rating scale in the same way. As Fulcher (2003) puts it, there is ‘little point 
in building construct models to support the empirical development of 
rating scales if raters then pay no attention to it’ (Fulcher, 2003: 143), and 
rater training interventions are generally designed to ‘socialize raters into 
a common understanding of the scale descriptors’ (Fulcher, 2003: 145). 
Such socialization of raters, we argue, could also include opportunities to 
reflect upon individual rater biases in relation to specific learner 
performances.
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Assessment researchers, as well as policymakers and other stakeholders 
in education, sometimes promote collaborative assessment (i.e. practices of 
social moderation or consensus moderation, e.g. Linn, 1993; Sadler, 2013) as 
a remedy for challenges with assessment equity, especially in the context of 
large-scale standardized testing, as has been the case with the national tests 
of core subjects in Sweden (Erickson, 2009; Swedish National Agency for 
Education, 2009; Swedish Schools Inspectorate, 2013). Moderation is defi ned 
‘as a practice of engagement in which teaching team members develop a 
shared understanding of assessment requirements, standards and the evi-
dence that demonstrates diff ering qualities of performance’ (Grainger et al., 
2016: 551), which makes moderation an organized practice for the verifi ca-
tion of assessment judgments against standards (Bloxham et al., 2016).

Whether moderation is applied for the sake of achieving validity and 
reliability in high-stakes grading or as a professional development practice 
(cf. Jönsson & Thornberg, 2014, on diff erent goals of collaborative assess-
ment, CASS), a closer look at moderation and training as interactional 
events is warranted, as raters’ varying perceptions of assessment criteria 
are refl ected in learner scores (cf. Ducasse & Brown, 2009: 425). Raters 
from diff erent walks of life, carrying diff erent experiences from their own 
local contexts, may ‘attend more or less closely to diff erent sets of criteria, 
depending on their professional background (…) and a host of other fac-
tors’ (Eckes, 2009: 43). How raters perceive their own rater characteristics 
may therefore provide us with insight into one dimension of the profes-
sional practice of doing second/foreign language (L2) speaking assess-
ment: the role of rater identities in assigning and accounting for scores in 
rater training or moderation activities. Like any other collaborative work 
practice, assessment discussions require participants to reveal their indi-
vidual views on grading and have their professional judgments challenged 
by others. As such, the very act of sharing one’s professional judgment 
also means displaying publicly one’s professional competence and/or iden-
tity. In this chapter, we approach rater variation specifi cally from the per-
spective of the raters’ displayed perceptions of their rater ‘profi les’ in 
collegial assessment activities, that is, when teachers-as-raters jointly and 
collaboratively assess learner performances, or discuss individually made 
assessments (cf. Jönsson & Thornberg, 2014). We adopt a qualitative, 
interactional approach to raters’ discussions on L2 speaking in situated 
assessment talk, and with a conversation analytic (CA) approach we 
examine how teachers-as-raters, participating in training interventions for 
the assessment of L2 oral profi ciency and interaction, orient to and posi-
tion themselves as members of particular rater categories.

In line with an interest in rater training which includes refl ections on 
professional practice (cf. Mann & Walsh, 2013), we focus specifi cally on 
the interactional management of ‘rater identities’, displayed as raters’ ori-
entations to degrees of severity and leniency when delivering and account-
ing for assessments of learner productions. Thus, we examine raters’ 
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refl ection-in-action, as diff erent rater identity positionings are claimed, 
mitigated, negotiated and linked to the current assessment tasks. The 
study is grounded mainly in two research areas: rater perspectives in the 
assessment of L2 speaking; and, methodologically, professional identity 
work in talk and interaction (e.g. Antaki & Widdicombe, 1998; Benwell 
& Stokoe, 2006; Richards, 2006; Stokoe, 2012).

2  Assessing L2 Speaking: The Rater Perspective

Assessment of language skills means ‘the act of collecting information 
and making judgments about a language learner’s knowledge of a language 
and ability to use it’ (Chapelle & Brindley, 2002: 268); however, assessing 
L2 profi ciency has sometimes been described as capturing ‘a moving target’ 
(Leclercq & Edmonds, 2014: 5), and thus a challenge for assessment. High-
stakes, standardized testing procedures are part of systems of accountabil-
ity in education (e.g. Lundahl, 2016), and educational authorities, schools 
and individual teachers are responsible for aligning teaching and assessment 
with set standards. As such, for the assessment of speaking and interacting 
in an L2 to function as intended, raters, as well as teachers-as-raters, must 
develop their assessment literacy (Popham, 2009, 2011) in making profes-
sional judgments about a learner’s L2 profi ciency and interactional skills in 
line with standards. Ideally, assessments should not deviate from those of 
other raters. In this section, we review work on eff orts to develop raters’ 
assessment skills with a particular focus on the assessment of L2 speaking. 
For the sake of clarity, we use the term rater consistently to refer to profes-
sionals assessing such tests, whether teachers or trained expert raters.

2.1  Rater dialogues, moderation and rater training

Popham (2009, 2011) identifi es a need to develop more extensive 
teacher education modules and in-service training programs in order to 
build up teachers’ assessment literacy. The refi nement of assessment skills 
can be viewed as a shared knowledge base for professional learning com-
munities and also as benchmarking for the sake of assessment validity and 
reliability. Many studies of training eff orts report positive outcomes in 
terms of higher post-training inter-rater reliability and agreement (see 
Davis, 2016), with novice raters, often ‘excessively severe or lenient’ 
(Davis, 2016: 118), seemingly most aff ected by training. Other studies 
have shown that rater variation in terms of severity was not reduced to 
acceptable levels after training (Lumley & McNamara, 1995). Weigle 
(1998) explored diff erences in rater severity and consistency and found 
support for the idea that rater training is more successful in assisting raters 
to give more predictable scores (intra-rater reliability) than in assisting 
them to assign identical scores (inter-rater reliability). Elder et al. (2005) 
report positive outcomes of rater training where raters received individual 
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feedback on their rating performance, while Knoch (2011) saw no eff ect 
of feedback on rater performance over time. However, for the sake of 
stimulating refl ection and awareness, individual feedback can work to 
prompt self-refl ective talk (Sundqvist et al., 2020).

Variants of what Sadler (2013; see also Linn, 1993) refers to as consen-
sus moderation or social moderation is another route towards increasing 
raters’ shared understanding of constructs and criteria for assessment. 
While studies of the eff ects of moderation on equity and rater agreement 
are scarce, there appears to be consensus regarding the positive eff ects of 
moderation activities as a form of professional development. In a review 
of literature on collaborative assessment, Jönsson and Thornberg (2014) 
emphasize the pedagogical potential inherent in having teachers work 
together on assessing authentic learner performances. Furthermore, mod-
eration activities focusing on building learning communities (Wiliam, 
2007) for teachers or raters contribute to developing their ‘assessment lit-
eracy as well as knowledge of standards’ (Bloxham et al., 2016: 649), espe-
cially when discussions on specific learner performances contain 
disagreements, which provides opportunities for professional learning 
and negotiation (cf. also Adie et al., 2012). Central to eff ective moderation 
is that the social climate allows for ‘the representation and exploration of 
dissensus’, which means that the potential embedded in disagreements 
and challenges is nurtured as an opportunity for learning (Moss & 
Schultz, 2001: 65) – even though such disagreements may constitute a 
threat to members’ professional identities (cf. Schnurr & Chan, 2011).

Worth noting is that most studies of moderation work have been based 
on teachers’ self-reported experiences of the eff ects of moderation (Adie 
et al., 2012) and not on examinations of the interaction in collaborative 
assessment activities, which is the focus of the present chapter. Among the 
few studies conducted, Jølle (2014) examined transcripts of audio-
recorded paired rater dialogues on the assessment of L1 writing. Data 
were analyzed using two main categories: the referents that raters drew 
upon in judging student texts; and the responses to collegial contributions 
(i.e. ‘the way the responses distribute between rejections, yes-buts, follow-
up questions and acceptance is seen as an indicator of the quality of the 
assessment dialogue’, Jølle, 2014: 42). Jølle (2014: 37) concludes that the 
quality of the rater dialogues did not change substantially over time, 
which left the author with ‘the impression that raters often reached con-
sensus without much discussion’. In his study of the usefulness of training 
in CA in assessing L2 pragmatic competence, Walters (2007) employed 
so-called hermeneutic dialogues post-assessment between two raters. 
One of the aims of the post-assessment conversations was to resolve rating 
diff erences dialogically, since ‘even identical or similar scores between 
raters do not necessarily imply similar judgments’ (Walters, 2007: 169). 
However, the study focused primarily on the aspects of pragmatic compe-
tence that the raters initially disagreed on rather than on the 
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post-assessment dialogues themselves. May (2011b) was interested in fea-
tures of paired speaking tests that were salient to raters in relation to 
interactional competence (IC), and had four raters view a video of a paired 
speaking test while making notes and recording a stimulated verbal 
report. Subsequently, raters sat in pairs to discuss their ratings, and their 
discussions were video-taped. The discussions were then coded with a 
focus on the features of IC that raters attended to, and reported in the 
form of sample statements illustrating the diff erent categories. Again, 
while May’s (2011b) study certainly evidences the relevance of examining 
rater discussions, its main aim was not to examine the rater dialogues as 
institutional interactions between professionals.

Sandlund and Sundqvist (2019) examined moderation meetings for 
assessing L2 oral profi ciency and interaction, adopting video-recordings 
of rater discussions and a CA approach. The study aimed to uncover how 
teachers-as-raters conceptualized IC by examining sequences in which 
raters reported on specifi c turns or sequences in the paired test they 
assessed together. The study concludes that enactments and reports of 
specifi c learner contributions served to identify evidence of IC-relevant 
conduct, to support collaborative views-in-progress and to off er counter-
examples to negative assessments in immediately prior talk. The authors 
conclude that examining rater talk as interaction through a CA lens holds 
promise for understanding how raters apply scoring rubrics and for devel-
oping assessment instructions to raters.

In sum, rater discussions in moderation or training eff orts constitute a 
form of refl ective practice, where raters do assessment but also refl ect upon 
their own rater performance – something that can then be studied empiri-
cally (cf. Eckes, 2009: 44). Refl ection, then, has been defi ned as an activity 
‘in which individuals engage to explore their experiences in order to lead to 
new understandings and appreciations’ (Boud et al., 1985: 19). Mann and 
Walsh (2013) have emphasized the need for a shift from written refl ective 
practice to refl ection as a dialogic, collaborative and data-led process, as such 
a take on refl ective practice ‘is more likely to elucidate the “real world” of 
professional practice and help work towards better outcomes in professional 
development’ (Mann & Walsh, 2013: 293). In adopting such an approach to 
the design of rater training and moderation, new insights into the role of 
rater characteristics and refl ection thereupon may be accessed through a 
focus on participants’ situated orientations and actions. It is in this vein that 
this study targets rater positionings in L2 speaking assessment.

3  Data and Analytic Considerations

3.1  Participants and test data

Participants were teachers of English in Sweden, recruited for partici-
pation in two diff erent research and professional development projects run 
by university researchers. The fi rst was a rater training program for 
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assessing the National English Speaking Test (NEST) for Year 6 of com-
pulsory school (NEST 6), and the second was a training workshop for 
collaborative assessment of the NEST for Year 9 of compulsory school 
(NEST 9). The NEST is developed by test constructors at the University of 
Gothenburg on behalf of the Swedish National Agency for Education. As 
a profi ciency test with a traditional design, it includes a productive warm-
up task (e.g. picture description or talking about one’s family), followed by 
a peer-peer conversation guided by topic cards. Generally, the test admin-
istrator is the students’ own English teacher, who thus serves the dual role 
of administrator and rater (see, for example, Sandlund & Sundqvist, 2019; 
Sundqvist et al., 2018). Topic cards are used for the test conversations, and 
they carry statements or questions to prompt the learner conversation (e.g. 
‘There is nothing wrong with junk food’). On average, a test takes around 
10 (NEST 6) or 15 (NEST 9) minutes. NEST performance is assessed on a 
10-graded scale, from Grade F to Grade A. Since each of the grades F 
through C is assessed as either ‘low’ or ‘high’, the scale is 10-graded (rather 
than 6-graded), as illustrated in Figure 6.1, which represents the assessment 
tick box for teachers to mark their test grade.

As such, teachers considering, for example, a C grade for the test, 
should select one of the two boxes below C to indicate a strong or weak C 
grade. The test developers also provide information and samples of old 
national tests and assessment materials for both NEST 6 and NEST 9 on 
their website (see NAFS Project, 2021a, 2021b; Swedish National Agency 
for Education, 2014, 2015). Below, we account for the projects in which 
the data for the present study was collected.

3.1.1  The NEST 6 project

The data collection tied to NEST 6 was collected as part of a research 
and development project on assessment in two compulsory school subjects 
in Sweden: Swedish and English. The main objective was to devise and 
evaluate a training program that could contribute to equity in assessment 
in English and Swedish, respectively. Here, we target the training track for 
the assessment of L2 English speaking only.
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Participants in the English track were 11 primary school teachers 
taking part in the training program (all women; mean age: 43; mean years 
working as teachers: 9.2). They taught English in Grades 4–6 (aged 10–12) 
at diff erent schools. A background questionnaire revealed that their aca-
demic English education varied from nothing to as much as two semesters 
of English at university level. On average, participants had assessed NEST 
6 almost fi ve times, and they had also assigned term grades in English 
almost fi ve times.

The rater training program was designed to contribute to equity in 
assessment by developing participating teachers’ awareness of their own 
profi les (‘identities’) as raters of either English oral profi ciency and interac-
tion (the English track) or of Swedish writing profi ciency (the Swedish 
track) – that is, complex productive language abilities. All participants had 
responded to an open call to participate in the combined research and pro-
fessional development program. Some parts of the training program were 
jointly conducted with all teachers, but other parts were subject specifi c.

The training program had three integrated components (for a detailed 
description of its contents, see Sundqvist et al., 2020). The fi rst component 
was detailed feedback on each participant’s individual assessment. The 
second was theoretical input focusing on language assessment, while the 
third consisted of repeated moderation sessions in small groups. Altogether, 
the program off ered three full-day meetings on campus. The fi rst day is 
referred to as the ‘pretest day’ (June), the second as ‘rater training day’ 
(when participants were video-recorded during the actual intervention, 
August) and the third as the ‘posttest day’ (September). On these three 
days, we collected assessment and questionnaire data from the participat-
ing teachers and they were also off ered various lectures. The lectures were 
considered particularly relevant to their development as raters of L2 
English speaking, and central concepts in the fi eld of assessment (such as 
benchmarks, construct relevant/irrelevant criteria, formative versus sum-
mative assessment, high-stakes versus low-stakes testing, reliability, stan-
dards, test construct and validity) were introduced and discussed.

At the pretest day, 10 student performances in fi ve paired NESTs were 
assessed by the 11 teachers. Each student was scored independently by 
each rater on the 10-graded scale, yielding 220 assessments of student 
performances in total. Following the pretest day, each participant was sent 
an email containing individual feedback. The purpose of this feedback 
was to raise each teacher’s awareness of her own rater profi le. Thus, the 
feedback included information on each participant’s assessments, infor-
mation about assessments in the rater group as a whole, and benchmarks 
(established reference scores for the ten performances – in this case, scores 
supplied by the Swedish National Agency for Education). Assessment data 
revealed that the English group assessed fairly close to the benchmarks at 
the pretest, and this was made explicit in the emails. To be specifi c, the 
mean diff erence for the group from the benchmarks was 0.40; that is, our 
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11 English raters diff ered in their assessments on four occasions during the 
pretest in that they were more strict than the benchmarks (for details, see 
Sundqvist et al., 2020). In order to further prompt rater profi le awareness, 
the feedback included explanations about how each rater had adopted the 
grading scale compared to the group (see Figure 6.2). There was also an 
individual table in the email summarizing each rater’s own assessments on 
the 10 student performances. Finally, as preparation for the rater training 
day, raters were encouraged to refl ect on their own profi les as they sur-
faced in pretest performances, for example, whether they were lenient or 
strict (or neither) compared to the benchmarks and to the rater group.

At the rater training day, assessment topics were further discussed and 
explained in lectures by the authors. Particular attention was given to the 
assessment criteria for the NEST 6 and the test construct oral production 
and interaction, and to being professional as a teacher in terms of aligning 
with standards. In order to facilitate the raters’ discussions, we introduced 
three bird metaphors, selected to symbolize aspects of rater severity. The 
fi rst metaphor was the rater as a hawk (that is, a severe rater, traditionally 
rating lower than the benchmark). The second was the rater as a dove 
(that is, a lenient rater, traditionally rating higher than the benchmark), 
and the third was the rater as a blackbird (that is, a ‘benchmark’ rater, 
traditionally rating close to or on the benchmark). The metaphors were 
explained to participants using examples, and the potential consequences 
for individual learners and their development were discussed.

For the moderation sessions on the rater training day, the participants 
were in groups of three or four and these were audio- or video-recorded 
(see Section 2, Table 6.1). In total, they assessed eight student performances 
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in four test recordings. They had been given clear oral and written instruc-
tions about listening to one recording at a time, starting each test recording 
with individual listening and independent assessment (for details, see 
Sundqvist et al., 2020). As soon as all members of a group had completed 
their assessments, group moderation sessions began with the opening of an 
envelope that contained the offi  cial assessment comments and benchmark 
grades for the learner performances from the National Agency for 
Education. The teachers had been instructed to then ‘out’ their own rater 
profi le in the group based on how they had understood their individual 
feedback. The moderation sessions continued with comparisons of the 
assessments made with regard to the benchmarks. The various compo-
nents of the moderation sessions together served the purpose of raising 
rater awareness. After the posttest, eff ects of the rater training model were 
investigated using a many-facet Rasch measurement (MFRM) model 
(Linacre, 2017; Rasch, 1980), and an intraclass correlation coeffi  cient 
(ICC) two-way random eff ects model (McGraw & Wong, 1996), which is 
reported on in Sundqvist et al. (2020).

3.1.2  The NEST 9 project

The data collection tied to NEST 9 was done in 2015 as part of a 
research project on collaborative assessment (CASS). This dataset is com-
prised of four video-recordings of L2 English teachers involved in CASS 
of one paired NEST 9 (see Table 6.1). The teachers had signed up for a 
professional development day for English teachers organized by a research 
center at a university, which off ered a selection of workshops – one of 
which was organized by the authors. The workshop was announced as an 
opportunity to engage in CASS of L2 English oral profi ciency and partici-
pants consented to fi lling out a brief background questionnaire and to 
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Table 6.1 Overview of data of 10 rater recordings used in the present study

Recording Data type Minutes Raters (n) Tests (n) Students (n)

NEST6_2_A Video 36  4  1  2

NEST6_2_B Video 31  4  2  4

NEST6_2_C Video 26  4  1  2

NEST6_3_A Audio 21  4  1  2

NEST6_3_B Audio 20  4  2  4

NEST6_3_C Audio 7  4  1  2

NEST9_1 Video 52  4  1  2

NEST9_2 Video 51  3  1  2

NEST9_3 Video 42  3  1  2

NEST9_4 Video 55  3  1  2

TOTAL  341 37 12 24



video-recording of the CASS discussions for the purpose of research. In 
total, 13 teachers (12 women; one man) participated. Questionnaire data 
revealed that all participants had a teacher degree in English. In terms of 
experience, on average they had worked for 13 years. All knew the NEST 
9 well, except for the least experienced participant who was yet to assess 
her fi rst NEST ‘for real’.

The workshop was divided into three parts. In the fi rst part, the 
authors gave a lecture on research on L2 oral profi ciency testing and 
assessment. In the second part, a selected, authentic paired NEST 9 test 
recording (with test-takers Fred and Henrik, pseudonyms) was played to 
the whole group. Raters were instructed to take notes and make initial 
independent assessments of the two learner performances (cf. May, 
2011a). The third part was the actual moderation meetings. Participants 
were divided into four groups and assigned separate rooms. In each room, 
the participants had access to the assessment materials for NEST 9 (tasks 
and assessment instructions), and a web link to the test recording for re-
listening on their smartphones/tablets.Their task as raters was to discuss 
the performances by Fred and Henrik and reach consensus on grades for 
each test-taker. Afterwards, each of the four groups handed in a joint rater 
protocol with arguments supporting their grading. The meetings lasted 
between 42 and 55 minutes (see Table 6.1) and the researchers were not 
present. As opposed to the procedure in the NEST 6 project, in which the 
use of benchmarks aimed to achieve calibration against standards, the 
NEST 9 project centered on description of moderation activities and par-
ticipants’ displayed understandings of the rubrics. As such, participants 
were only instructed to discuss their judgments and agree on a grade, but 
were not presented with benchmarks afterwards.

3.2  Recorded data

Based on data collected in the two projects, we have used 10 rater 
recordings (audio and video) in the present study, amounting to a total of 
341 recorded minutes and involving 37 diff erent raters (see Table 6.1). All 
recordings were transcribed in their entirety using Jeff ersonian conven-
tions (Jeff erson, 2004). Translations into English are provided in bold face, 
and interlinear glosses are provided in cases where the translation signifi -
cantly changed the syntax or word order of the original turn, or when an 
idiomatic expression without a suitable English equivalent was used. For 
this study, the datasets were trawled for sequences in which participants 
displayed orientations to severity/leniency. These sequences were subse-
quently transcribed in more detail, and Swedish translations were added.

As Table 6.1 shows, the NEST 9 recordings are longer than the NEST 
6 recordings, and while the NEST 9 meetings centered on one paired test 
for assessment, the two NEST 6 groups discussed several diff erent paired 
tests across three meetings in the same day.

Rating and Refl ecting 141



3.3  Methods of analysis

For the analysis of orientations to rater identities as severe or lenient, 
CA (Sacks et al., 1974; Sidnell & Stivers, 2013), combined with some obser-
vational tools (or ‘keys’) from membership categorization analysis (MCA; 
Stokoe, 2012: 280–281), were used. With the descriptor rater identity, we 
broadly refer to displayed orientations to aspects of rater severity and leni-
ency that participants draw upon in the rater discussions, and where such 
identity orientations constitute participants’ ‘displays of, or ascription to, 
membership of some feature-rich category’ (Antaki & Widdicombe, 1998: 
2). According to Silverman (1998: 77), Harvey Sacks’ take on addressing 
categories in interaction was to ‘try to understand when and how members’ 
descriptions are properly produced’. By producing membership categories 
(or invoking categories more implicitly through descriptions and reference 
forms), an interactant can ‘strengthen the social action that he or she is 
performing’ (Liu, 2015: 1). Categories, performed through various categor-
ical practices in interaction, can be examined from a sequential, partici-
pants’ perspective (Stokoe, 2012). The present chapter, while principally 
adopting a CA approach, also analytically examines participants’ descrip-
tions as part of sequentially organized action from the lens of membership 
categories. The two datasets diff er in the sense that NEST 6 participants 
had been explicitly instructed to talk about their individual rater feedback 
from the pretest day, whereas for NEST 9 participants issues related to 
rater severity were volunteered in connection with their assessment talk. 
As such, we believe the two datasets complement each other in uncovering 
how rater categories are drawn upon in assessment talk.

4  Analysis

Two main sequential environments in which participants oriented to 
their severity/leniency identities, namely rater identities in relation to 
absent ‘others’ (Section 4.1) and rater identities in assessment negotia-
tions (Section 4.2) were identifi ed in the two datasets. For the sake of 
illustration, three sequences are analyzed in detail.

4.1  Positioning rater identities in relation to absent ‘others’

In our fi rst analytic presentation, we will examine sequences in which 
the teachers display orientation to rater severity, and mobilize member-
ship in a particular category of raters-as-professionals by reference to rela-
tiveness to non-present others. We begin with an extended excerpt from 
the fi rst session of the rater training day, as raters here explicitly describe 
themselves along the severity continuum by using the bird metaphors, and 
account for the self-identifi cation with explanations for their rater perfor-
mance at the pretest. In this sequence, accounts following membership 
descriptions contribute to managing the delicacy of having to reveal a 
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professionally problematic category. Subsequently, we examine a sequence 
from a group discussion from the NEST 6 training program in which 
orientations to severity also occur in connection with talk about non-
present others, but where group members position themselves as affi  liat-
ing with each other and against non-present others. Because of the length 
of the sequence, the presentation has been divided up into two segments, 
and analytic comments are presented in conjunction with each. In what 
follows, Lines 3–46 are presented fi rst.

As per the instructions for the group work, the raters were told to 
reveal something to their group members about the pretest feedback they 
had received by email prior to the rater training day, and talk about their 
reactions to their rater profi les, before proceeding with discussing the new 
assessments of tests they had just made individually prior to the rater 
group meeting. As we enter the group’s talk, Rater 201 orients to the 
instructions, and asks the group where they should begin (Line 1, not 
shown) before suggesting (in a question format, Line 3) that they begin by 
‘outing’ their rater profi les to each other.

Excerpt 6.1a  ‘One of the doves’; NEST6_2, Lines 3–46
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Rater 201 continues in Lines 7–10 by specifying that this is in reference 
to the pretest performances rather than to the assessment work they have 
just conducted, and uses the description ‘how we are as raters’ (Line 11) to 
further describe the proposed activity. Rater 204 displays recognition of the 
suggested activity, and so does Rater 208, with a minimal agreement 
response. Rater 202, then, volunteers a self-categorization in Line 16. In her 
turn, Rater 202 categorizes herself as ‘one of the doves’ – using the bird 
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metaphor used to symbolize rater leniency. By doing so, she explicitly mobi-
lizes the rater severity continuum, with the severe hawks at one end and the 
lenient doves at the other, and reveals that in her pretest assessments her 
performance had clearly placed her on the lenient side in comparison with 
the others. Note, however, that while the researchers had off ered the catego-
ries, the individual feedback did not contain classifi cations of the partici-
pants as such, but only showed scores of individual ratings compared to 
benchmarks, and the severity distribution within the rater group (see Figure 
6.2). As such, participants may opt to recruit these categories based on their 
own interpretations of their individual scores, which are unknown to the 
group. Rater 202 thus volunteers this categorization of herself.

Co-participants (except for the minimal ‘m:?’ from 201 in Line 17) do 
not comment on or assess this revelation, but appear to await further 
elaboration from Rater 202. In Line 18, she elaborates on her revelation, 
specifying a category-bound predicate (Stokoe, 2012: 281) of a dove rater 
as ‘a little more generous’. She immediately embarks on an account where 
she refl ects upon possible reasons behind her leniency, which indicates 
that self-categorization is an accountable action. This account (Lines 
19–31) centers on her rating experiences outside of the training, where 
other teachers she has co-assessed with have judged the learners ‘harshly’ 
(Line 202, description fi rst provided by Rater 201 in response to Rater 
202’s possible word search in Line 21), and where she positions herself as 
someone who has attempted to counter ‘harsh’ assessments by highlight-
ing positive aspects of learner performances. The account off ers an expla-
nation for being lenient that casts Rater 202’s approach in a more positive 
light – in contrast to ‘many’ of her colleagues, she is the one to highlight 
strengths by asking her colleagues to ‘see this’ in order to ‘lighten things 
up’. From just this revelation of a rater profi le, we can see that being placed 
on the far end of the lenient side of the continuum is treated as problem-
atic and accountable. By sharing past experiences, where severe raters are 
described as rating ‘harshly’ (rather than described as being ‘to the point’), 
Rater 202 depicts a scenario where her leniency accomplishes an impor-
tant balance, and thus casts her own ‘dove status’ as a result of her also 
paying attention to the strengths in learners’ performances. By invoking 
her leniency as a result of her experience of striving for a more holistic 
approach, she also invokes severity as paired with actions of excessive 
strictness in judging learners. She sums up the connection between her 
pretest performance and her past experience in Lines 30–31, where she 
states that she tends to continue with the same approach when she grades 
tests on her own. As co-participants only display receipt of her account, 
Rater 202 continues in Lines 33 and onwards by specifi cally referring to 
the feedback sheet in front of her, stating that her approach to rating is 
also visible in a particular test from the pretest where she had assessed ‘the 
girl a little too high’ (Lines 35–36) but the boy ‘at the right level’ (Line 38, 
below). However, the slow production and elongated vowel on <li:te> (a 
little, Line 35) emphasizes the qualifying adverbial ‘a little’, which works 
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to downplay the severity of her rater error in relation to the benchmark. 
Thus, in the evidence she supplies for her own analysis of her rater profi le, 
her turn indicates that it is designed for a specifi c hearing: that even 
though she was marginally over-lenient for one learner, she was on the 
benchmark for the other. Thus, her turn serves to pre-empt recipient 
understandings of her as always being overly lenient or ‘wrong’ in her 
professional assessment work. In Lines 40–44, Rater 202 formulates what 
she needs to think about in her future assessment work as a result of the 
feedback: she has to be ‘careful to not be quite so generous’ as she has been 
in the past, to which Rater 201 provides an acknowledging ‘m:’. As such, 
the self-categorization, followed by an analytic account, ends with a 
refl ective and forward-oriented formulation of desirable future conduct.

Moving forward to the second part of this sequence, presented in 
Excerpt 6.1b below, Rater 208 follows the self-revelation path set by Rater 
202, using the categorization device hawk (Line 48) to reveal that she was, 
in fact, on the other end of the continuum at the pretest:

Excerpt 6.1b  ‘I am a hawk’; NEST6_2, Lines 48–74
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As Rater 208 begins speaking, she shifts her gaze to Rater 202, as if 
responding specifi cally to her as the previous speaker. At Line 51, after 
having produced the description, she shifts her gaze down to the docu-
ments on the table and produces a ‘yeah.’ with falling intonation. In com-
bination with her facial expression, this is a confi rming response to the two 
acknowledgment tokens produced by Raters 201 and 202, but also indi-
cates that there is something problematic about having performed as a 
hawk. The confi rming ‘yeah’ in combination with the gaze shift, lip smack 
and inbreath seems also to appeal to a shared sentiment about performing 
at the extremes of the severity–leniency continuum. As with the prior dove 
categorization, co-participants await further elaboration, and Rater 208 
reports on her own refl ection process at the time of receiving the feedback: 
she was trying to think about why she was a hawk here, because her results 
did apparently not match her own perception. Her surprise at the feedback 
is expressed as, ‘I don’t see myself as a hawk otherwise in assessment’, but 
also acknowledges that her results tell a diff erent story (Lines 55–58).

Having pre-announced an upcoming refl ection about severity on the 
pretest, she prefaces her candidate explanation with ‘I think’ (Line 62) 
which, just as Rater 202 did previously, relates her performance to past 
experiences at her local school, where she happens to be the only English 
teacher (Lines 63–64). She continues her account by formulating what 
these conditions generate: that there is such an ‘insecurity’ as a result of 
having to make all decisions on her own. She then returns to the severity/
leniency metaphors, and proposes that it is ‘sort of risk-free’ to exercise 
severity rather than leniency (Lines 69–70, 73). This yields an affi  liative 
response from Rater 201 before Rater 208 explicitly off ers the contrast to 
a dove (Line 73). In Rater 201’s description, then, it is safer, professionally 
speaking, to exercise severity than risk facing accusations of contribution 
to grade infl ation by awarding high scores.

In this sequence, identifi cation at either end of the continuum is treated 
as being a problematic rater category, warranting accounts of prior experi-
ences and contexts outside of the current interaction. At the same time, the 
benchmarks are oriented to as normative, with the implication that display-
ing category membership in a group that is close to benchmarks is non-
accountable. As such, a scale of categories is occasioned – both institutionally 
and interactionally – where acknowledged membership at either end of the 
continuum is morally accountable in relation to treatment of benchmark 
grades as the norm. Scales often operate ‘together with notions of normal-
ity and markedness’ (Bilmes, 2019: 82). Similarly, the understanding of how 
particular descriptions fi t into a given scale requires cultural knowledge as 
well as ‘attention to what scales are relevant and how a particular scale is 
constructed within the local interaction’ (Hauser & Prior, 2019: 76). Raters 
in our data orient to shared information (fi gures and images in the feedback 
documents) as well as to culturally shared norms about professionalism. 
Their orientations to the benchmarks as normative are evident, for exam-
ple, in descriptions of rater performance in relative terms (‘too high’, Line 
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35; ‘on the right level’, Line 38) and the self-reported conclusions about 
future conduct, and in the very production of the categorical description 
(gaze shifts, gaps, intonation) that projects a problem associated with such 
membership. Also, the categories of hawk and dove, while provided by the 
workshop organizers, are also locally occasioned in the sequential context 
of each speaker’s analysis of the feedback received, where participants 
themselves link the contents of the feedback to a rater category metaphor. 
The two consecutive self-categorizations in the fi rst and second parts of 
Excerpt 6.1 place the two raters on each end of the scale. While both par-
ticipants deal with their ‘problematic’ rater identities in similar ways using 
accounts, the second account (i.e. the hawk) also modifi es the scale so that 
a view of severity as slightly more preferable than leniency (while still prob-
lematic in relation to the norm) emerges. In both self-categorizations, indi-
vidual performance is accounted for in terms of the conduct of others (or 
lack of others), and these external circumstances are assigned part of the 
blame for a particular rater’s performance.

In the NEST 9 dataset, we also observed orientations to severity, 
which surfaced in talk about the assessment criteria or in relation to col-
leagues at their schools, as exemplifi ed in Excerpt 6.2. Here, the discus-
sion has centered on the benchmark tests provided by the test constructors 
(here referred to as Skolverket, i.e. The Swedish National Agency for 
Education), and in Lines 1–3 Ann announces that she ‘often’ does not 
agree with the benchmark grades set as reference points. She presents her 
claim rather neutrally, thus not revealing whether there is any systematic-
ity in the diff erence between her views and those of the test constructors, 
but continues to reveal that this perceived discrepancy is because she feels 
the benchmark grades are too lenient. Her turn is left incomplete in Line 
6, but her ‘I think they pass way too-’ clearly displays an orientation to the 
test constructors’ set grades as too lenient:

Excerpt 6.2 ‘went down a notch’; NEST 9_2, Lines 3–18, 19–31
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Ann thus positions herself as a more severe rater, and also provides an 
(albeit incomplete) assessment of the benchmarks as ‘too’ lenient, and 
making it possible to pass ‘way’ more students than she would. 
Consequently, leniency in relation to the lowest passing grade (E) is 
depicted in a negative light, and a higher level of severity, then, is recruited 
for displaying professionalism. While Ann’s turn challenges the epistemic 
primacy of the norms set by the educational authority, she nevertheless 
treats it as a norm, albeit a problematic one. In overlap, Kari off ers an 
agreeing ‘yes’, but instead of exploring the issue of the benchmark grades, 
she brings forth a parallel context in which diff erences in severity can 
arise – between colleagues at one’s local school (Line 8). She exemplifi es 
this issue further with an account of how she and her current colleague 
are ‘very much in agreement’ (Line 12) but that when a former colleague 
retired, they took over some of her classes, at which point they had ‘a few 
who went down a notch’ (Line 20). As with Ann’s example of the bench-
mark grades, Kari’s account is based on a narrative about a third party 
who, apparently, graded more leniently, resulting in some students’ grades 
being lowered one step when new teachers came in. Kari delivers her 
account factually, but later acknowledges some uncertainty as to whether 
the former colleague, or Kari and her current colleague, were ‘right’ (Line 
28). While Ann’s contributions positions her own severity as somewhat 
superior to the benchmark grades from the test constructors, Kari’s 
account, while revealing that she is obviously more severe than a former 
colleague, mainly functions to assert the presence of discrepancies in 
assessment between diff erent raters. Ann then provides an agreeing assess-
ment, that it is ‘really diffi  cult’ (presumably to know which assessment is 
‘right’).

Across both datasets, issues of rater severity is frequently brought 
up in the context of acknowledging rater diff erences and preferences. 
We now turn to the second context in which orientations to rater pro-
fi les frequently surface, namely in sequences where assessment deci-
sions are to be made, and disagreement about a particular grade has 
been revealed.
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4.2  Rater identity displays in making collaborative 

assessment decisions

Unsurprisingly, raters frequently orient to their own perceived posi-
tion along the severity–leniency continuum when a discrepancy between 
individually assigned assessments have become evident. In Excerpt 6.3 
from the NEST 9 dataset, group members Katherine, Victoria and Alison 
are discussing a grade for one of the two boys, having revealed their indi-
vidual grades earlier in the rater meeting and now returning to them in 
order to agree on a joint grade. In Line 1, Victoria delivers the scope of her 
preferred grade – a C or a D (Line 3) – and as there is no response apart 
from the minimal acknowledgment from Katherine, she asserts, using the 
extreme case formulation never (Edwards, 2000), that this is as high as 
she could go (Line 6). In her rather adamant claim, combined with the 
formulation ‘I think’, she is invoking a degree of severity as a property of 
her assessment decision with regard to the learner as it makes clear that a 
grade above C would be out of the question for her:

Excerpt 6.3 ‘maybe it’s me who’s too strict’; NEST 9_3, Lines 1–37
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In response, Katherine produces an initial ‘no’ token, which functions 
as an initial agreement with Victoria’s claim (Pomerantz, 1984), but then 
announces her own grading preference in the shape of a dispreferred dis-
agreeing action (‘uh but’, Line 7). The formulation ‘inclined to put a ce:: 
plus instead of be::’ positions Katherine’s preferred grade at a higher level 
than Victoria’s D or C. Here, a grading discrepancy has become publicly 
available, where Victoria’s grade indicates greater severity. Katherine’s ‘I 
think’ (Line 12) is overlapped by Victoria, who turns to the third rater, 
Alison. Victoria formulates Alison’s stance on the grade for confi rmation, 
emphasizing ‘YOU’ and the grade ‘BE:’ with a ‘surprised’ intonation (Line 
13, cf. Wilkinson & Kitzinger, 2006). By displaying surprise although the 
B grade had been previously revealed and thus is no actual news to 
Victoria, she also displays some doubt or disbelief at Alison’s professional 
opinion, which is more lenient than Victoria’s and even Katherine’s. 
Alison’s account in response shows that Victoria’s turn projected that she 
is accountable for explaining her grade, and her account centers on her 
inexperience with rating the NEST: she teaches English as a mother 
tongue and is therefore used to bilingual learners rather than foreign lan-
guage learners, and her suggested B grade was the result of her lowering 
her standards to fit with non-bilinguals (Lines 15–19, 22, 25). 
Consequently, she is projecting a connection between her lack of experi-
ence with a perceived leniency in the graded test. However, while mobiliz-
ing a temporary identity as lenient, she is also invoking a higher standard 
in her everyday professional practice. In Line 25, Alison opens up for devi-
ant views by acknowledging that she is perhaps ‘lowering it too much’.

In response, Katherine initiates a disagreeing turn (Line 30), but stops 
as Victoria produces a self-refl ective categorization: ‘maybe it’s me who’s 
too strict too’, which in a way mirrors Alison’s indication that she may 
have been too lenient. In acknowledging that she may just as well be the 
reason for the discrepancy, she mobilizes the severity–leniency character-
istics in affi  liating with Alison’s displayed uncertainty. Up to this point, 
then, Victoria has positioned her (more severe) grading view in relation to 
Katherine and Alison rather strongly, but after Alison’s account, she miti-
gates her earlier claims and treats misplaced severity as equally 
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problematic. In self-identifying as a severe rater who may be too severe in 
this particular case, public self-refl ection is initiated. Interestingly, this 
occasions another self-categorization from Katherine in Line 35: ‘usually 
I:’m viewed as st(hh)ri(hh)ct hh’. With the emphasis on ‘I’m’ and the use 
of ‘usually’, which recruits non-present others as perception evidence, her 
turn challenges Victoria’s self-categorization as severe by claiming a severe 
identity for herself. Her production of ‘strict’ contains laugh particles, and 
is followed by another reference to her rater profi le outside the current 
context: ‘normally I am’ (Line 36). Victoria treats this as surprising news 
in Line 37, and the discussion continues with additional arguments about 
the particular student they are jointly grading (not included).

The sequence reveals that when diverging perceptions of the learner’s 
performance have been made publicly available, a space for explaining the 
divergence opens up. This is done through public self-refl ection on rea-
sons underlying each rater’s view, which is partially accomplished through 
self-categorization and refl ection on the accuracy of these approaches. As 
Logren et al. (2017) have noted, self-refl ection in interaction can be identi-
fi ed in ‘utterances in which speakers report their own behaviour and expe-
riences and mark them as a target of refl ection’ (Logren et al., 2017: 426, 
italics in the original), which in this case relates to their grading. While 
Alison is cast as lenient and accounts for her inexperience as an explana-
tion, Victoria refl ects on her possible excessive severity, and Katherine, 
consequently, claims membership in the severity group of raters by draw-
ing on her experiences in other contexts. Katherine’s positioning thus 
rejects Victoria’s indication that it is her general severity that underlies the 
current discrepancy, since Katherine herself has been viewed as severe in 
all other contexts. Alison’s account, which is accepted, and the ‘competi-
tion’ for membership in the ‘severe rater’ group also indicate a view of 
leniency as more problematic than severity, as Katherine displays unwill-
ingness to be identifi ed as lenient, even though she initially proposed a 
higher grade than Victoria.

5  Discussion

In our analytic section, we have examined three selected sequences in 
which teachers-as-raters orient to rater severity or leniency in two distinct 
sequential contexts. Across these three and others in our datasets, partici-
pants display an orientation to leniency as a slightly more problematic pro-
fessional rater identity than severity. Whether using rater metaphors 
provided, or orienting to severity/leniency in the context of diverging views 
on particular learner performances, rater leniency is accounted for in rela-
tion to inexperience or attributed more positive predicates such as ‘gener-
ous’ in accounts of the excessive severity of others. Severity is linked to 
excessive strictness, but also to rater insecurity, where severity is accounted 
for as a safer option, which in turn implies that leniency faces the risk of 
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accusations of unprofessionalism. A scale with a continuum from severe to 
lenient is not only occasioned from the institution of assessment (in this 
case, through individual feedback on pretest rating performance, which in 
itself placed each rater along this continuum), but is also occasioned and 
made relevant in the situated rater interactions. In their talk, only category 
membership far away from the benchmark grades is treated as account-
able. However, this is also evident when participants question the accuracy 
of the benchmarks. By critiquing the benchmarks as overly lenient, partici-
pants show orientation to them as the norm, but also tilt the moral implica-
tions of the scale in favor of the severity category. Consequently, even 
though both extreme positions are treated as problematic, the scale occa-
sioned in the raters’ treatment of the benchmark as the norm allows for 
professionalism to be displayed through critique of lenient benchmark 
grades. In all, rater self-categorizations strengthen preferred identity posi-
tionings as professionals and/or invite further justifi cations for rater per-
formance on the extremes of the continuum.

In the NEST 6 project from which data for the present study were 
drawn, participants returned a month after rater training for a posttest. 
The posttest analysis revealed that the group scored even closer to the 
benchmarks than at the pretest, and made greater use of the full range of 
grades available after participating in training, revealing that changes in 
assessment practice from pretest to posttest did take place (Sundqvist 
et al., 2020). For the NEST 9 project, which mainly centered on collabora-
tive assessment rather than rater training, no scoring data were collected 
at a later occasion. While the present study has focused specifi cally on 
interactional trajectories during two types of L2 assessment training 
events, it is possible that the category memberships formulated by our 
participants, and the subsequent treatment of them, constitute a core 
aspect of the development of rater awareness, which in turn contributed 
to the posttest change. It remains for further research to examine more 
carefully how such identity positionings and participants’ stance towards 
them may gradually change and even (temporarily) stabilize through par-
ticipation in rater training activities over time and, in turn, how self- 
categorizations may form pivotal moments in calibrating assessment 
practices.

6  Conclusion

Rater variability is naturally a problem in high-stakes language assess-
ment and, as McNamara (1996) notes, rater bias and variations in severity 
are two of the factors underlying problematic variability. However, these 
issues have mainly been explored in quantitative studies of rater perfor-
mance rather than as socially and interactionally constructed and negoti-
ated identities in accomplishing professional activities. Likewise, research 
on rater training has principally centered on either self-reported 
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experiences or measurable eff ects and less on the refl ective practices 
involved, such as how raters formulate, negotiate and mobilize their own 
rater identities in assessment talk. This chapter has targeted how rater 
identity positionings in situated talk between professionals, frequently 
adopted through self-categorizations and accounts, enforce, justify or 
mitigate past assessment performances. Through a CA lens, we have dem-
onstrated some ways in which raters’ refl ection-in-action can be accessed 
in descriptions and accounts, partly accomplished through categorization 
practices (Evans & Fitzgerald, 2016; Hauser, 2011; Sacks, 1992), which 
can be examined sequentially (Stokoe, 2012). The two sequential contexts 
examined in moderation interactions between teachers-as-raters – in rela-
tion to non-present others and in disagreements about grades – revealed 
how identity positionings contribute to the establishment of lay/expert 
roles, and to the shared construction of severity as ‘more professional’ 
than leniency. As such, rater positionings taken in interaction have moral 
implications. This observation is central, as a more positive view on sever-
ity may reveal an assessment bias that could hinder equity in high-stakes 
assessment. We argue that sequential analysis of rater identities in interac-
tion can off er a window into teachers’ stepwise modifi cation of rater cog-
nition, and thus holds promise for further studies on assessment (cf. 
Jönsson & Thornberg, 2014).
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