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2. Executive Summary 

The aim of this deliverable is to describe a framework which is part of the CAPABLE system 
architecture. A framework is defined as a set of concepts, libraries, tools, practices, and 
analytic methodologies. In this document we focus on the artificial intelligence (AI) 
framework, while we consider AI in a broad notion that covers formal knowledge 
representation and logic-based reasoning, as well as machine learning techniques (Russel, 
2016). This document describes the means in which the AI framework supports the 
requirements of melanoma and renal cancer patients, their caregivers and physicians.  
Section 3 provides a general introduction to the CAPABLE overall concept, along with the 
different functionalities and the interfaces with its users. 
Section 4 presents an overview of CAPABLE’s users requirements gathered through interviews 
of patients and physicians from the Netherlands Cancer Institute (NKI), the Instituti Clinici 
Scientifici Maugeri hospital (ICSM) and the Italian Cancer Patient Organization “Associazione 
Italiana Malati di Cancro, Parenti e Amici” (AIMAC). The interviews revealed that patients are 
interested in information about their diagnosis, treatments, side-effects, nutrition, physical 
activity and sleep. They expect evidence-based feedback and advice on symptom 
management following their symptom reports. They see the value in early monitoring of their 
well-being and would like to receive information on their supportive care options (nutritional, 
psychological and rehabilitation support) provided by their hospital as well as interventions 
such as mindfulness, creative therapy, relaxation and physical activities. Physicians are 
interested in remote patient monitoring, the progress of disease, the occurrence of acute 
moderate/severe symptoms and side-effects, and the overall wellbeing of patients.  
Section 5 provides the AI framework components overview which are developed based on 
two main sources:  

1. Real World Data (RWD): Patient data coming from Electronic Health Records (EHR), 
sensors, and questionnaires, including patient-reported outcomes (PROs).  

2. Knowledge captured in scientific publications, clinical guidelines, standard 
terminologies and educational materials. 

Based on these types of data sources, the AI framework encompasses two groups of 
approaches to provide either knowledge-driven or data-driven models. For example, data-
driven models include risk predictive models based on retrospective data while knowledge-
driven models include logical guideline-based reasoning. 
Section 6 details the RWD and knowledge sources used to develop the framework 
components. 
Section 7 describes each one of the framework components. These can be grouped into two 
categories:  

1. Low-level (back-end) components include: knowledge-driven models such as plan 
models, ontological models and rule-based/algorithmic models and data-driven 
models such as population-based risk predictive models and personalized predictive 
models, as well as statistical summaries on data. 

2. High-level (closer to front-end) components: they deliver support to the physician 
and patient, and offer hybrid support that combines knowledge and data-driven 
techniques.  
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In addition, this section describes the Auxiliary components that support both high-and low 
level-components in inter-component communication, managing patients’ data and 
processing flow as well as interaction with framework users.  
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3. CAPABLE Concept  

CAPABLE provides means of remotely acquiring measurements from the patients or 
caregivers, either actively using questionnaires or allowing self-reporting symptoms or 
passively, using wearable or environmental sensors. Figure 3.1 presents the CAPABLE concept. 
The data sent by the patients will be collected and merged with the data available in the 
Electronic Health Record (EHR) of the treating institutions.  
CAPABLE includes AI-based analytic methodologies. Some of them are based on real world 
patient data, like the predictive models and some are based on knowledge sources as 
physicians’ guidelines. CAPABLE will continuously and automatically scan all that information 
looking for criticalities and providing interpretations for clinicians as well as coaching and 
motivation to patients in adopting life-style changes and improving adherence to treatment.  
Specifically, for patients, the CAPABLE mobile application aims to support and improve 
physical, mental, and social well-being. The system will consist of symptom reporting 
functionalities including immediate feedback to patients, evidence-based patient information, 
and evidence-based non-pharmacological interventions. For physicians, the CAPABLE web-
based dashboard will support care by presenting the patient-reported symptom and well-
being outcomes. It will be possible to manage a list of patients informative of patients’ current 
health status. The dashboard will provide decision support based on those patient-reported 
symptoms for symptom management, supported by clinical practice guidelines. 

 
Figure 3.1. The CAPABLE Concept 

 



 
 Framework Defined (Including Patients’ Needs) Based on Available Data … D5.2 

H2020-875052 Page 9 Public 

 

4. Users’ Needs 

The framework aims at providing support for both patients and physicians. The following 
sections provide details of these users’ needs.  

4.1. Patients’ Needs  
Patients’ needs from CAPABLE patient app were collected previously via interviews of patients 
from NKI, ICSM and AIMAC. These patient needs (PaNs) can be summarized as follows: 

● Pa-N1 Patients indicated varying levels of satisfaction with the information provision 
currently provided by their respective healthcare professionals. Patients are interested 
in a wide range of topics, including their diagnosis, treatments, side-effects, nutrition, 
physical activity and sleep. Furthermore, patients are interested in interventions such 
as mindfulness, creative therapy, relaxation and physical activities. 

○ The CAPABLE system should support patients by presenting information 
directly to patients or by referring to existing information sources.  

● Pa-N2 Patients experience barriers in reporting symptoms to their care team, due to 
perceiving their call as intrusive to their clinician, or because they are not sure if the 
symptom should be a cause of concern. Patients see opportunities in reporting 
symptoms remotely via a mobile application. The primary benefit of using such an 
application would be to receive feedback and advice regarding symptom 
management. Patients indicated that both computer-based feedback or feedback 
from their clinician would be satisfactory. Patients expected their motivation to report 
symptoms to rapidly decline without receiving any feedback. 

○ The CAPABLE mobile application must allow for patients to report their 
symptoms remotely.  

○ The CAPABLE mobile application must provide feedback and advice on 
symptom management to patients. Patients expect evidence-based feedback 
and advice on symptom management following their symptom reports. 

● Pa-N3 Patients indicated not being informed or not being informed in a timely manner 
of the supportive care options (nutritional, psychological and rehabilitation support) 
provided by their hospital. Patients see the value in early monitoring of their well-being 
through questionnaires via the CAPABLE app, and would like to receive general and 
personalized information on their supportive care needs and options.  

○ The CAPABLE mobile application should monitor the physical and mental well-
being of patients through questionnaires and inform both patient and care 
team when necessary. 

○ The CAPABLE mobile application should provide information on supportive 
care to patients. 

For a complete overview of the interview results and the subsequently concluded patient 
needs, see section 4 of Deliverable D2.1 (Peleg, 2020). 
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4.2. Physicians’ Needs 
The needs of healthcare professionals (HCPs) for the CAPABLE clinician dashboard were 
collected previously via interviews at NKI and via interviews and questionnaires at ICSM. The 
needs of HCPs can be summarized as follows: 

● HCP-N1 HCPs have a need for remote patient monitoring to have insight in the patient’s 
well-being at home. HCPs want to be notified by such a remote patient monitoring 
system when the patient’s well-being deteriorates  and if the patient reports acute 
moderate/severe symptoms.  

○ The CAPABLE dashboard must allow for monitoring of the progress of disease, 
the occurrence of symptoms and side-effects, and the overall quality of life and 
wellbeing of patients.  

○ The CAPABLE dashboard must be able to process these monitoring data and 
provide a flexible clinical decision support system to identify critical situations, 
following the recommendations from clinical practice guidelines. 

● HCP-N2 HCPs are often involved in complex decision making regarding treatment for 
patients. There is a need for supportive tools to facilitate this complex decision making. 

○ The CAPABLE dashboard should provide patient-specific and/or general 
evidence-based tools to support these complex decisions.  

● HCP-N3 HCPs have a need for general information such as summaries of survival 
statistics for different patient groups to facilitate discussion with patients regarding 
survival and prognosis.  

○ The CAPABLE dashboard should provide such summaries of survival statistics. 
● HCP-N4 HCPs indicated the need for the CAPABLE dashboard to complement their 

current work processes and not cause an increase in administrative burden.  
○ The CAPABLE dashboard should extract and reuse data items available from 

the hospital infrastructures to prevent manual redundant recording by HCPs.  
This requirement is handled outside the AI framework  

For a complete overview of the interview and questionnaire results and subsequently 
concluded healthcare professional needs see section 5 of D2.1 in (Peleg, 2020). 
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5. AI Framework 

5.1. CAPABLE Architecture   
Figure 5.1.1 captures the overall architecture which underlies the CAPABLE project (Lanzola, 
2021). It serves the different actors involved in the CAPABLE use cases.  The main principles 
guiding the design of the CAPABLE system are modularity and decoupling: different 
components will be developed by different project’s partners as separate web services. Most 
of the interaction between the components will happen for data exchange and events. 

 
Figure 5.1.1. The CAPABLE architecture including the AI framework 

5.2. AI Framework Overview  
The framework aims at providing support to physicians, patients and their home caregivers. 
Since the support offered to home caregivers is a subset of support provided to patients, in 
the following text we will refer to the latter. The different modules in the AI framework are 
being developed based on two main categories of sources: real world data (RWD) and 
knowledge. 
RWD includes retrospective EHR data, prospective EHR data, prospective sensor data, patient 
questionnaires and data gathered from a question-answering forum. 
Knowledge includes knowledge captured in publications, clinical guidelines, and educational 
materials, interpreted with the help of the CAPABLE clinical partners.  
Figure 5.2.1. shows an overview of the framework and presents the different models based 
on this separation of data-driven support (Figure bottom box) and knowledge-driven support 
(upper box). 
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Figure 5.2.1. Overview of the AI framework  

The provided support addresses a range of needs related to the care process and it offers the 
following high-level functions typically considered in the context of clinical decision support 
(Musen, 2014): 

● Providing access to relevant data, information, and knowledge 
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● Alerting and reminding about relevant events or actions 
● Providing patient-specific recommendations and feedback 

Specific forms of the above support modalities depend on whether they are provided to the 
physician or the patient.  Examples of modalities are given in Table 5.2.1. 

Table 5.2.1. Examples of support modalities 

Support Physician Patient 

Access to data, 
information and 
knowledge 

● statistical summaries for 
groups of patients 

● recent symptoms reported by 
the patient 

● current vital signs collected 
from wearable sensors 

● educational materials related 
to immunotherapy 

Alerts and reminders ● notification about symptoms 
requiring additional 
investigation during the next 
follow-up visit 

● alert about a prolonged 
period when the patient has 
not used the patient app 

● notification about an 
upcoming follow-up visit 

● request to report on an on-
going symptom 

● reminder to take a prescribed 
drug 

Patient-specific 
recommendation and 
feedback 

● a CIG*-based 
recommendation to prescribe 
a specific as-needed 
treatment 

● recommendation to revise a 
proposed treatment due to 
adverse interactions 

● recommendation to start a 
virtual capsule with Tai Chi 
exercise program 

● recommendation to perform 
a breathing exercise after 
detecting stress 

● recommendation to start a 
prescribed as-needed drug 
after detecting a triggering 
condition 

*CIG= computer-interpretable clinical practice guideline 
 
The AI framework components can be separated into high-level (closer to the front-end) and 
low level (back-end) components. The high-level components provide support directly to 
patients' application and physicians' dashboard. They rely on the low-level components of the 
framework. As described above, the back-end components encompass two groups of 
techniques to provide the support: knowledge-driven and data-driven. 
Knowledge-driven techniques rely on formal models that represent domain knowledge (e.g., 
coming from publications) and are constructed in a non-automatic way with the help of 
domain experts. Examples of such models include plan models, virtual capsule model, 
infographic model and symptom model.  

● Plan models are used to represent physician- and patient-related clinical plans (see 
Section 6.1.1). These models capture CIGs and other auxiliary plans, e.g., controlling 
the process of symptom reporting or filling questionnaires. For the sake of simplicity, 
in the following text we refer to CIGs. 

● Virtual capsule model defines concepts that are necessary to characterize virtual 
capsules, i.e. non-pharmacological interventions for improving wellbeing. It also 
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introduces instances of these concepts to represent specific virtual capsules that may 
be offered to patients (see Section 6.1.2). 

● Infographic model defines concepts that specify relevant properties of infographics 
(e.g., condition or symptom that are related to) and their content. In this way available 
materials may be automatically filtered or prioritized for a given patient. This model 
also contains instances of introduced concepts that represent specific infographics 
(see Section 7.1.4.1).  

● Symptom model defines concepts related to symptoms that may be reported by the 
patient and possible relations between symptoms. It also contains instances of the 
concepts capturing all symptoms considered in the CAPABLE system (see Section 7.2.2) 

In CAPABLE the plan models are represented using the PROforma language (see Section 7.1.1). 
We also use the Deontics Engine (see Section 7.1.1) to execute CIGs captured by these models. 
Moreover, we employ the GoCom component (see Section 7.1.3) to identify and mitigate 
conflicts between actions recommended by several CIGs applied to the same patient, and/or 
actions recommended by a CIG and already being executed. The remaining models are in fact 
ontological models (they define concepts and their instances related to a specific body of 
domain knowledge) and they are represented using the OWL (Web Ontology Language) (W3C, 
2013). 
We should note that some of the support functions rely on several models. For example, 
managing symptom reporting and providing relevant feedback to the patient calls for a plan 
model that describes the general reporting process and the symptom model that provides 
detailed information (e.g., desired reporting frequency) for a given symptom. 
Data-driven support techniques rely on knowledge discovered from data with diversified data 
mining methods, such as exploratory analysis, statistical analysis or machine learning. Within 
the AI framework we apply such methods to collected clinical data in order to develop 
statistical summaries and prediction models. 

● Statistical summaries are static findings from the analysis that provide concise 
characteristics of the processed data, however, they do not allow for deriving patient-
specific recommendations. 

● Prediction models are executable findings from the analysis that can be applied to new 
patients in order to provide diversified recommendations and insights, related to 
clinical and non-clinical treatment, such as response to treatment, survival or 
appropriate timing to start exercise from a virtual capsule. 

Within the AI framework we consider two groups of data sets that are employed by the data-
driven support techniques: 

● Retrospective data providing structured clinical characteristics with melanoma and 
renal cancer together with the information about the course and effects of clinical 
treatment (see Section 7.1.4.2), as well as unstructured textual data from patient 
forum (see Annex 1).  

● Prospective data of patients participating in the clinical trial of the CAPABLE system. 
This data shares the structure with the retrospective data from EHR and in addition it 
includes symptoms self-reported by patients, entered by physicians during follow-up 
visits, imported from EHR and collected automatically using sensors embedded in a 
consumer-grade smartwatch (see Section 6.3.1). 

Retrospective data is used to develop population-based prediction models and summaries. 
We will run the developed (retrospective-based) prediction models on the common 
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structured data from EHR, which is part of the prospective data and summarize the results. 
We anticipate that the actual outcome results will be available for part of the patients, 
depending on when they were enrolled to the study as there is need for at least 1 year follow 
up time.  
The prospective data is employed to refine population-based models and to construct 
personal prediction models for individual patients: (1) When using the retrospective data, we 
predict overall survival rate, response to treatment and toxicity, while when using prospective 
data, we can further tune these models. (2) Using the prospective data, we work on 
developing models for evaluating the stress level and cognitive load of patients to further 
customize offered support, e.g., by identifying most appropriate times during the day to 
provide reminders related to virtual capsules. 
As already mentioned, the front-end of the AI framework is composed of two components – 
Physician DSS (Section 7.2.1) and Virtual Coach (Section 7.2.2), respectively. These 
components offer hybrid support that combines knowledge- and data-driven techniques. For 
example, the Physician DSS employs plan models (CIGs) to control patient management and 
when consulting with the physician decision options (e.g., treatments), it augments them with 
outcomes of population prediction models, as well as relevant infographics and statistical 
summaries. Moreover, the Virtual Coach employs ontological and algorithmic models for 
initial recommendation of virtual capsules, and then employs personalized prediction models 
derived from prospective data to further customize these capsules. 
The proposed framework allows for satisfying the needs of patients and clinicians mentioned 
in Sections 4.1 and 4.2 respectively. On the one hand, patients are offered a wide selection of 
education materials (stand-alone or associated with virtual capsules). They are supported by 
manual and automatic supporting facilities (e.g., forms and reminders for collecting symptoms 
and questionnaires, and wearable sensors for collecting vital signs). Finally, based on the 
provided information they are given feedback (recommendations, instructions, or 
explanations) that is based on evidence-based models (CIGs, virtual capsules) and on 
personalized data-driven prediction models. On the other hand, physicians have instant access 
to data collected by their patients and are alerted about situations requiring their attention. 
Moreover, as explained above, they are provided with diagnostic and therapeutic 
recommendations driven by evidence-based models (CIGs) enhanced with infographics and 
outcomes of population-based prediction models, so they can make informed decisions.  In 
Table 5.2.2 we show how specific platform components and models address specific physician 
and patient needs (x indicates that a given component or model is required to address a 
specific need). 
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Table 5.2.2. Components and models in the AI platform required to address specific 
patient and physician needs 

 Pa-N1 Pa-N2 Pa-N3 HCP-N1 HCP-N2 HCP-N3 

Physician DSS    x x x 

Virtual Coach x x x    

GoCom  x x x   

Deontics Engine  x x x   

Plan models  x x x   

Infographics model x  x  x  

Virtual capsule model    x    

Symptom model  x x    

Statistical summarizer      x 

Population prediction models     x  

Personalized prediction models   x    

 
Finally, we note that knowledge-driven techniques are based on validated research that 
physicians are using in clinical practice. Therefore, giving advice in the prospective stage based 
on the knowledge-driven support will be well accepted. In contrast, data-driven support, and 
in particular population-based prediction models that are based on the retrospective smaller 
data set, although validated on a test set, have no FDA/CE approval to be used in clinical 
practice and will not be part of the prospective stage (for those legal constraints). The 
conclusions of these prediction models will be provided in a report to the physicians in a 
statistical manner, with no personal advice per patient.  
To account for the above limitations, during the development and clinical validation of 
CAPABLE, we consider two classes of scenarios: idealistic, where the decision support is based 
also on the prediction model's results (as if they had FDA/CE approval) and realistic in which 
the prediction model is not providing advice at the point of care. Idealistic scenarios would be 
followed for demonstrating the CAPABLE system on synthetic (artificial) patients, while 
realistic scenarios will be used during the clinical trial.  
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6. Data & Knowledge Sources 

6.1. Sources for Knowledge-driven Models 
6.1.1. Guidelines Encoded in PROforma Language 

PROforma (see section 7.1.1) is a formal language for specifying clinical knowledge. It aims to 
capture the framing, structure and logic of clinical decisions - when a decision can and should 
be made, what options are to be decided between, what information is relevant for making 
the decision, and the effect of available data on the different options. PROforma may be used 
to capture clinical knowledge from any source, but in current use it is typically used to 
formalise existing published clinical guidelines. In the CAPABLE project it is used to formalise 
two bodies of existing clinical knowledge, relating to published clinical guidance for patients 
and physicians. 

Patient-oriented plans 
A number of guidelines will be modeled and used in order to produce recommendations for 
the patient:  

● Immunotherapy toxicity 
● Diarrhea 
● Fatigue 
● Mucosal Injury 
● Skin toxicity 

Physician-oriented plans 
A number of guidelines will be modeled and used in order to produce recommendations for 
the physician:  

● Immunotherapy toxicity 
● Diarrhea 
● Fatigue 
● Mucosal Injury 
● Skin toxicity 
● Drug-induced hypertension 
● Cutaneous Melanoma  
● Renal Cell Carcinoma  

6.1.2.  Publications Encoded as Virtual Capsules 

Virtual capsules (capsules in short) are non-pharmacological based interventions aimed at 
improving mental, physical and social well-being of the patients -- see Section 4.5.3 in D2.1 
(Peleg, 2020) for details. Similarly to clinical guidelines, the proposed capsules are based on 
evidence, and they complement CIGs by addressing non-clinical aspects of care. Virtual 
capsules combine educational materials with actionable recommendations, such as physical 
or breathing exercises. Moreover, educational materials may be static, where the patient just 
reads or watches them without further interactions (examples of such materials include 
infographics, textual descriptions or videos), or dynamic, where the patient can use their 
knowledge to solve simple problems, such as quizzes. 
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Virtual capsules are represented using an ontological model -- see Section 4.5.4 and 4.6 in 
D2.1 (Peleg 2020) where this model is referred to as the Patient Model. This model introduces 
concepts representing capsules and their detailed characteristics, including dimensions of 
wellbeing they address, their duration and intensity, and selected patient characteristics that 
are relevant for selecting and personalizing the capsules (e.g., hobbies or literacy level). The 
ontological model also allows for specifying awards for following recommendations from 
capsules and for reporting on the experience associated with the capsules. This allows Virtual 
Coach to apply gamification techniques, such as scoring, social competition and comparison 
to peers (Cheng, 2018) to make the capsules more appealing to the patients. Finally, the 
ontological model defines instances of specific capsules. Examples include 30x30 nature walk, 
tai chi or garden bowl that allow to improve various forms of well-being. A simplified version 
of the ontological model for virtual capsules is given in Fig. 6.1.2.1. 

 
Figure 6.1.2.1. Part of the ontological model describing virtual capsules 

6.2. Sources for Data-driven Models 
6.2.1. Retrospective Data  

The retrospective data is EHR based structured clinical data of the patients collected for two 
types of cancers (Melanoma, Renal Cancer) in two hospitals in the Netherlands and Italy. 

6.2.1.1. Melanoma Data Set (NKI) 
This data set comprises 500 Melanoma patients (men - 44%, women – 56%, median age - 65 
IQR [55,75]) from NKI in Amsterdam. The patients are of stages III and IV of Melanoma (having 
metastases) and treated with Immune Checkpoint Inhibitors (ICI): anti-PD1 antibodies 
(Nivolumab, Pembrolizumab) alone (78%) or combined with anti-CTLA4 antibodies 
(Ipilimumab) (22%) as presented in 560 treatment lines. Each subject is presented with 
demographic information, diagnostic melanoma details and detailed information about 
treatment lines. Each treatment line includes metastases status, blood tests, patient 
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condition, treatment details, other clinical information  and the outcomes: response, 
toxicities, reason for termination. In addition, timing information is available for diagnosis 
date, treatment start/end, follow-up status update dates during the treatment, as well as last 
follow up date or moment of death. In 46% of lines - patients have complete or partial 
response to treatment, in 20% remain stable and in 30% have only progression. Toxicity of 
grade 3-4 reported in 23% of treatment lines and caused treatment discontinuation in %17 of 
treatment lines. 
Detailed descriptive statistics of data can be viewed in Section 8.4, Figures 8.4.1-8.4.3 of D2.1 
(Peleg, 2020). Additional information related to this data can be viewed in Section 3.2 of D5.1 
(Barkan, 2020) 

6.2.1.2. Renal Cancer Data Set (ICSM) 
This data set comprises 343 metastatic renal cancer patients (men - 77%, women - 23%, 
median age 56 IQR[47,63])  from ICSM in Italy. The data set includes 917 treatment lines with 
up to 7 treatment lines available per patient, where 89% of treatment lines are targeted 
therapy (antiangiogenic), 6% are immunotherapy and 5% are chemotherapy. Each subject is 
presented with demographics information, diagnostic renal cancer details and detailed 
information about treatment lines. Each treatment line includes metastases status, blood 
tests, patient condition, treatment details, other clinical information and the outcomes (best 
response, toxicities, reason for termination and survival). In addition, timing information is 
available for diagnosis, treatment start/end for each line, dose reduction, brain metastasis 
diagnosis and treatment dates as well as last follow-up date  or moment of death. In 18% of 
lines - patients have complete or partial response to treatment, in 52% remain stable and in 
29% have only progression. Toxicity of grade 3-4 reported in 19% of treatment lines and 
caused treatment discontinuation in %7 of treatment lines. 
Descriptive statistics of data can be viewed in Section 8.4, Figures 8.4.4-8.4.5 in D2.1 (Peleg, 
2020). Additional information related to this data can be viewed in Section 3.1 in D5.1 (Barkan, 
2020) 

6.2.1.3. AIMAC 
AIMAC, Italian Association for Cancer patients, relatives and friends, provides three kinds of 
data: 

1. Data from its discussion forum. The forum contains unstructured data, i.e., texts 
(forum posts) that patients or their relatives share within their community; 

2. Data from questionnaires (structured data) that are filled-in when patients contact 
AIMAC volunteers either by telephone or by accessing the AIMAC headquarters; 

3. Data from a questionnaire (structured data) that has been recently put online during 
the COVID-19 pandemic. 

Additional information related to this data can be viewed in Section 3.1 in D5.1 (Barkan, 2020).  
Initial exploratory work that was done with AIMAC data is described in Annex 1. We will 
explore if additional usage of the forum data can be of benefit for CAPABLE users.  

6.2.1.4. Other Public Data Sources 
In order to validate and strengthen predictive models we are exploring additional data 
sources. After exploration, we will report if and how we used it to support the AI framework.    
IBM MarketScan Research Databases (https://www.ibm.com/il-en/products/marketscan-
research-databases)  

https://www.ibm.com/il-en/products/marketscan-research-databases
https://www.ibm.com/il-en/products/marketscan-research-databases
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● This is a set of databases of insurance claims compiled from health insurers, large 
employers, and government programs in the USA.  

● Initial estimation (based on 8 months information) shows  
○ Availability of ~1800 Melanoma patients with treatments similar to NKI data 
○ Availability of ~2400 patients of mRCC treated with targeted and immuno 

therapy. 
The Surveillance, Epidemiology, and End Results (SEER) (https://seer.cancer.gov/). This is a 
national cancer registry that is used by the National Cancer Institute (NCI) for surveilling 
cancer in the United States. SEER collects information about the demographic characteristics 
of patients diagnosed with cancer. 
Although these data sets have patients with similar diagnosis and treatment they are missing 
essential clinical information about diagnostic details, lab results, outcomes, etc. that are 
present in NKI and ICSM data sets.  We are currently researching how to leverage the 
available data although it is not complete using some learning approaches, e.g transfer 
learning. 

6.3. Data Sources for Patient Specific Support  
6.3.1. Sensors  

To enhance the decision support processes, data collected from the sensors are being used in 
the CAPABLE Project. Each patient is going to be provided with a smartwatch (ASUS 
VivoWatch) equipped with the following built-in sensors: 

● Photoplethysmography (PPG) sensor detects changes in blood volume using an optical 
light source (typically red or green diode) and a photodetector. This provides insight 
into the volumetric variations of blood circulation. Heart rate or blood oxygen 
saturation can be extracted from such measurement. Many PPG sensors are 
embedded in wrist-worn devices. 

● Electrocardiography (ECG or EKG) sensors record the electrical signals in a patient's 
heart. It is a noninvasive way of detecting common heart problems. The 
electrocardiography waveform consists of five peaks and valleys. Heart rate can be 
easily extracted by measuring the R-peaks of the ECG waveform. 

● G sensor (accelerometer) is responsible for measuring the acceleration (or vibration) 
of a device. Data collected by accelerometers embedded in wearables are mainly used 
to detect the number of steps taken by the users. Switching the smartphone’s 
orientation when flipping it is also achieved thanks to the G sensor. 

These devices will provide vital signs data, which will be collected and saved in the Data 
Platform (section 7.3.1). Table 6.3.1 lists the built-in sensors together with the collected vital 
signs. 

https://seer.cancer.gov/
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Table 6.3.1.1. Data collected using wearable sensors 

Vital Sign Sensor Unit 

Daily Steps G sensor Steps 

Systolic blood pressure  PPG sensor + ECG sensor  Millimeter mercury column 
(mm[Hg]) 

Diastolic blood pressure  PPG sensor + ECG sensor Millimeter mercury column 
(mm[Hg]) 

Heart rate PPG sensor + ECG sensor Beats per minute (bpm) 

Light sleep duration PPG + G sensor Hours (h) 

Deep sleep duration PPG + G sensor Hours (h) 

 
Vital signs listed in Table 6.3.1.1 are synchronized automatically with OmniCare -- a cloud 
platform provided by ASUS for healthcare applications (ASUS Life Corporation, 2021). 
Specifically, a dedicated app running on a patient’s smartphone connects with the smartwatch 
and uploads the raw data onto the cloud every 15 minutes. Then, the Sensors module in the 
CAPABLE system retrieves the data, preprocesses them if necessary, and then stores them in 
the Data Platform. In this way vital signs become visible for all other components of the 
system. Typical methods of preprocessing include aggregation of raw values into larger 
“chunks”. For example, information about the type of sleep is collected at 1-minute intervals 
and these readings need to be translated into the duration of deep and light sleep at night. 

6.3.2. EHR and Questionnaires data  

In D2.1 (Peleg,2020), section 5.7, the clinical data to be collected within the CAPABLE system 
throughout several data sources was described. Table 6.3.2.1 reports the source for each 
category of data.  

Table 6.3.2.1. Data type descriptions and data sources (extracted from (Peleg,2020)) 

Data type description EHR Patient app Physician 
dashboard 

Sensors 

Symptoms x x x  

Tumour characteristics x  x  

Risk factors x  x  

Clinical history x  x  

Cancer treatment x  x  

Other treatments x  x  

Exams and visits x  x  

Laboratory tests x  x  

Physiological and lifestyle data  x x x 

Environmental data    x 

Questionnaires  x x  
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CAPABLE EHR data available for NKI and ICSM will be extracted from the hospital 
infrastructure through dedicated, automatic ETL procedures and loaded into the Data 
Platform. The scheduling of this task is to be defined. When data is not available in a structured 
format (or not available at the time that the user is interacting with CAPABLE) then the user 
will be asked to enter the data.  
In the following sections, we will describe the NKI EHR data source and ICSM EHR data source 
in more detail. Additionally, Section 4.1.1. in (Cornet, 2021) describes both data sources.  

6.3.2.1. NKI EHR Data 
The prospective data source available for NKI is an existing reporting/research extract that can 
be used. Items that are not currently in this database can be added, provided that they exist 
in the patient record as structured data items. The database is currently updated nightly, but 
there are plans to update it with near-live data (every few minutes) in the future. Potential 
delays due to COVID-19 might mean that the near-live data will not be available yet at the 
time of the trial. We are developing the system to function well in either situation. 
This database will provide data about demographics information, medication prescribed in 
NKI, procedures performed in NKI, blood tests (if performed in NKI), scheduled visits in NKI 
and possible hospitalizations. Table 6.3.2.1.1 shows the current feasibility assessment of 
extraction of data from the NKI database, as well as a summary of the data items to be entered 
by users. All data can be entered via the clinician user interface, so the clinician can enter any 
data items that are missing from the EHR. Data entered by the patient and collected from 
sensors will also be accessible to the patient, and the clinician via the clinician dashboard. 

Table 6.3.2.1.1. Feasibility assessment of extraction of data from NKI EHR 

Data type description From EHR / Uncertain 

Patient profile 

Patient demographics name, birthdate, height, education, etc. From EHR 

Caregiver information Name, contact information From EHR 

Treatments and tests 

Medication name, code, start date, end date, frequency, dose, route, 
indication 

From EHR 

Home medications name, code, start date, end date, frequency, dose, route, 
indication 

Uncertain 

Procedures (in hospital) name, code, start date, end date From EHR 

Past procedures name, code, start date, end date Uncertain 

Confirmed diagnoses list / problem list name, code, date confirmed Uncertain 

Laboratory tests (blood/fluid tests) name, code, date ordered/performed, +/-result From EHR 

Other laboratory tests/exams name, code, date ordered/performed, +/-result Uncertain 

Referrals within hospital name, code, date From EHR 

Questionnaires 

Questionnaires administered within 
NKI and by CAPABLE 

EORTC QLQ-Q30, EQ-5D-5L, FACT-M Uncertain 

 

6.3.2.2. ICSM EHR Data 
The prospective data sources available for ICSM are the Hospital Information System (HIS) and 
a dedicated pathology registry (managed by REDCap, a software for electronic data capture). 
The HIS will provide data about demographics information, blood tests (if performed in ICSM), 
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scheduled visits and possible hospitalizations. Scheduled visits for patients currently enrolled 
in pharmaceutical clinical trials are not managed by the HIS, so for this subset the information 
is not available. Data related to the next scheduled appointments will be inserted by the 
clinicians in the CAPABLE interface.  
The pathology registry is hand-curated by the clinical staff of ICSM and it contains detailed 
information about treatment lines and outcomes. The data set details are available in the 
Section 6.2.1.2 of this document. The pathology registry does not contain information about 
drugs scheduled administrations, this data will be inserted by the clinicians in the CAPABLE 
interface. 

Table 6.3.2.2.1. Feasibility assessment of extraction of data from ICSM EHR 

Data type description From EHR / Uncertain 

Patient profile 

Patient demographics name, birthdate, height, education, etc. from EHR 

Caregiver information Name, contact information Uncertain 

Treatments and tests 

Medication name, code, start date, end date, frequency, dose, 
indication 

from EHR 

Home medications name, code, start date, end date, frequency, dose,  
indication 

Not available 

Procedures (in hospital) name, code, start date, end date from EHR (only if 
hospitalized patient) 

Past procedures name, code, start date, end date from EHR (only if 
hospitalized patient) 

Confirmed diagnoses list / problem list name, code, date confirmed from EHR (only if 
hospitalized patient) 

Laboratory tests (blood/fluid tests) name, code, date ordered/performed, +/-result from EHR 

Other laboratory tests/exams name, code, date ordered/performed, +/-result Uncertain 

Referrals within hospital name, code, date from EHR 

Questionnaires 

Questionnaires administered within 
ICSM and by CAPABLE 

EORTC QLQ-Q30, EQ-5D-5L, FACT-G, FACT-R, MST, PHQ9, 
GAD7,  EORTC QLQ-INFO25 

from EHR 

 

6.3.2.3. Questionnaires 
As described in section 5.2 of D7.1 (Sacchi, 2020), the clinical pilot study protocols foresee the 
administration of several questionnaires in order to generate evidence on the effect of ‘a 
systematic web-based collection of patient-reported symptoms and mobile coaching system 
(CAPABLE)’. The clinical pilot trial will be a prospective experimental cohort study with 
patients receiving the CAPABLE app throughout their systemic treatment, and one prospective 
cohort study with patients receiving standard care (without CAPABLE app). Both groups of 
patients will fill-in questionnaires starting in Q1, 2021 (ICSM May/June). 
The details about questionnaire scoring can be found in Annex 2.  



 
 Framework Defined (Including Patients’ Needs) Based on Available Data … D5.2 

H2020-875052 Page 24 Public 

 

7. AI Framework Components 

AI Framework components can be grouped into two categories according to their task: 
● Low-level components - provide model-driven support by application of plan models, 

ontological models and algorithmic models by Deontics Engine and GoCom and data 
driven support by application of population-base and personalized predictive models, 
as well as statistical summaries on data (Section 7.1); 

● High-level components - deliver support to the physician and patient, offer hybrid 
support that combines knowledge- and data-driven techniques. (Section 7.2). 

In addition, there are components that support both high- and low-level components that we 
call Auxiliary components as they are out of the AI framework. These auxiliary components 
assist in inter-component communication, managing patients’ data and processing flow as 
well an interaction with framework users (section 7.3). 

7.1. Low-Level Components 
7.1.1. Deontics Engine and the PROforma language 

The Deontics engine is an execution engine for Computer-Interpretable Guidelines (CIGs) 
written in the PROforma language. Within CAPABLE, PROforma CIGs are used to model the 
guideline knowledge used by the two higher level components discussed above, the Physician 
DSS and the Virtual Coach. The Deontics engine provides a CIG execution service for both 
components. 

7.1.1.1. PROforma 
PROforma is an executable process modelling language, designed primarily for modelling 
clinical processes and decisions. The syntax and operational semantics of the language are 
public (Sutton and Fox 2003). The PROforma process model is based on a small set of task 
classes that can be composed into networks representing arbitrarily complex plans or 
procedures. 
There are four main task types:  

● Actions represent procedures to be carried out in the external world (e.g. administer 
a drug). 

● Enquiries are carried out to acquire information from some person or external system. 
● Decisions define choices about what to believe or what to do. 
● Plans group tasks (including other plans) together into a single unit. 

The execution model is based on a simple notion of task state. Each task may be in one of four 
states: 

● Dormant: task has not yet been started. 
● In progress: task has been started and is being executed. 
● Completed: task has been completely executed. 
● Discarded: task is unable to execute because it has preconditions which are not fulfilled 

or is a plan that is unable to complete because it has component tasks that are 
discarded. 

A plan can therefore effectively be cancelled part-way through if it becomes unable to 
proceed. Individual tasks however are considered to be atomic and correspond to operations 
like sending a medication request which cannot be cancelled once they have been triggered. 
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Cancelling such operations in general will require positive actions to be taken, which may be 
complex or non-trivial (e.g. it may not be certain whether the patient has yet received a 
requested medication). This is best handled by a plan that can include contingency procedures 
to follow if things don't go as expected. 
CIG execution can be controlled by simple scheduling constraints, where a task can only be 
performed if another task has been completed, and by more flexible preconditions and 
postconditions. A precondition is a boolean condition that must be satisfied for the task to 
start execution, and a postcondition allows internal variables to be written to if the task 
completes successfully. 
PROforma CIGs define an internal data model that logical conditions can operate against. 
Typical data types are supported including integer and real numbers (e.g., test results, vitals 
etc), text, dates, and sets (e.g. lists of current diagnoses or medications). 
PROforma defines a particular model for Decisions. Rather than simply choice-points in a 
process (which can be handled by logical preconditions as in any programming language), in 
PROforma a Decision represents a point where a human user - a clinician or patient - needs to 
make a decision for which they require support. Decisions are modelled as a set of Candidates, 
which represent the valid options that can be decided between. Each Candidate may have one 
or more Arguments attached to it. Arguments represent logical “reasons” for or against that 
Candidate and can in turn be based on evidence (such as published guidance, clinical trials etc) 
that the user can refer to if they need further justification for a decision. Decisions may have 
a logical rule defined (a recommendation rule) that will recommend a particular Candidate to 
the user, for example if it has more arguments in favor than others. However, this is not 
required, and typically the user is in any case allowed to see the various arguments for and 
against each candidate before making a decision. 
When a PROforma plan is started all component, tasks are in the dormant state. The execution 
engine repeatedly examines the scheduling constraints, pre- and post-conditions of all tasks 
in order to determine what state changes and other actions should occur. 

7.1.1.2. Deontics Engine 
Deontics provides tooling for writing and testing PROforma CIGs, and also an engine for 
executing them. The engine typically runs on a server and exposes a web-based API to allow 
PROforma CIGs to be uploaded and executed, to allow data values to be set, and to allow the 
results of CIG execution (e.g. recommended decisions and their justification) to be retrieved. 

7.1.2. Predictive Models 

7.1.2.1. Predictive Models from Retrospective Data  
Data Sets 
Predictive models will be developed using two retrospective data sets that are described in 
5.4.1.  
Objectives for Prediction 
After consulting with clinicians from NKI and ICSM we defined a scope of work for 
development predictive modes. The work will be done in two stages: 

1. Developing models for predicting of: Overall Survival, Response to treatment 
(Eisenhauer, 2009), Toxicity and Reason for treatment stop; 
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2. Exploring additional models for prediction Progression Free Survival (PFS) during the 
treatment (only for Melanoma data set), Time from diagnosis to start of systemic 
treatment.   

Models Research and Development 
First step of building the predictive models is to generate descriptive statistics for the data 
sets in use, in order to verify the distribution of the desired questions/predictions we want to 
explore as well as distribution of patients parameters like  age, gender, treatment type, etc. 
Descriptive statistics for Melanoma and Kidney data were calculated and can be viewed in 
Section 8.4, Figures 8.4.1-8.4.5 in D2.1 (Peleg, 2020). 
The next step will be to identify the existing biases in the cohort either due to unbalanced data 
or to presence of confounders in the data. In case if biases are found, we are going to apply 
corrections methods like Inverse Probability of Treatment Weighting (IPTW) using propensity 
score matching (Rosenbaum,1983) and SMOTE (Chawla,2002). 
During the feature generation process we will manage with (1) generation features in high-
dimensional data of patients (up to several hundred of fields in raw data)  using expert 
knowledge, (2) aggregation information by line and patient; (3) grouping features according 
to medical episodes: baseline (diagnostic information),  staging, treatment line related. On the 
generated features we will apply Data Scaling and Missing data imputation using standard 
imputation approaches, e.g. mean or more sophisticated approaches like MICE (Van Buuren, 
2011).  
For categorical outcomes, such as Response Type or Toxicity, we will use machine learning 
classifiers such as XGBoost (Chen, 2016), Logistic Regression (Wright, 1995), Random Forest 
(Breiman, 2001). In order to get better performance, we will use an ensemble approach, as it 
is known that an ensemble of several (even weak) classifiers generates a better performing 
classifier. We will use AUC-ROC (Hanley, 1982) as a metric for performance evaluation of 
classification models.  
For time to event prediction like Overall Survival (OS) and Progression Free Survival we will 
apply statistical methods such as CoxPH (Cox, 1972) and  Weibull  (Weibull,1951) as well as 
Machine Learning methods such as Random Survival Forest (Ishwaran, 2008) We will use  
Concordance Index(CI) (Harrell, 1984), log-likelihood and Mean Absolute Error(MAE) as 
performance evaluation metrics. 
We will train and validate our models using five-fold cross validation, one-leave out and split 
to train/validation/test sets.  
In order to understand which features influence most the prediction model generation, we 
use several methods that visualize or output the significant features like univariate analysis 
with statistical significance estimation, SHAP analysis (Lundberg, 2017)  of each model (see an 
example in Figure 7.1.2.1.1), plotting of coefficients for CoxPH model (see example in Figure 
7.1.2.1.2). As well we will apply correlation analysis (using Chi-Square, t-test, etc.) in order to 
detect correlated features in our features set.  
In addition, we will perform sub-group analysis to identify the model's performance across 
different criteria (age, etc.). 
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Figure 7.1.2.1.1. SHAP analysis for feature importance for predicting treatment 

Response for Melanoma Data Set 

 
Figure 7.1.2.1.2. Plotting coefficients of CohPH model for prediction of overall survival 

for renal cancer data set  

 

7.1.2.2. Personalized Predictive Models  

Objectives  
The Virtual Coach aims to help cancer patients form positive health habits that will improve 
their quality of life and wellbeing. It will suggest simple short activities from the domain of 
mindfulness and positive psychology (virtual capsules), shown in the literature to have a 
positive impact on one’s well-being. Each activity is meant to become a habit aligned with 
patients' physical and psychological wellbeing goals.  
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Fogg (Fogg, 2019) proposes that habits formation (i.e., performing a target activity) depends 
on three factors: motivation, ability to perform the task and the presence of a trigger 
reminding the person to perform the target behavior (See Figure 7.1.2.2.1) 
 

 
Figure 7.1.2.2.1. Fogg’s behavior model 

The personalised predictive models have a dual role (See Figure 7.1.2.2.2): 
1. Predict where the patient is on the Fogg’s action line curve, so that the reminders to 

perform the target activities are send only at the right time. 
2. Detect if the activity was performed or not (note this is only possible for some 

activities. e.g., rhythmic breathing, which can influence one’s heart rate variability). 

 
Figure 7.1.2.2.2. Application of personalized stress prediction models 

Multiple factors might affect patients' motivation, ability to perform the target task and 
effectiveness of the prompt. For example, the motivation might depend on the quality of sleep 
(Dolsen, 2017) and patients' positive valence (Jowsey, 2014). The ability is influenced by 
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whether the patient is currently occupied by other tasks (Chan, 2020) and whether they have 
performed the target activity successfully before. The effectiveness of the prompt depends 
on the patient's arousal state (Goyal, 2017) and time of the day (Bidargaddi, 2018). Note that 
some of these variables are captured directly by smartwatch and a mobile application, e.g., 
hours of sleep or activity rating (respectively), others need to be inferred from the raw Blood 
Volume Pulse (BVP) signal captured by smart-watch e.g cognitive load, valence and arousal. 
Therefore, as the first step we develop personalised models that take as an input raw BVP and 
output predicted mental state. In the second step we take a predicted mental state, alongside 
other information gathered by the app and predict whether to prompt the patient or not. 

Methods 

1. Machine learning models for emotion and cognitive load classification. 
In two feasibility studies we use annotated BVP signal data from publicly available datasets 
WESAD (Schmidt, 2018) and CLAS (Markova, 2019) to develop stress and cognitive load 
detectors respectively. In both cases we train simple 1D convolution neural network 
models directly on the snippets of the BVP signal. In the first feasibility study we aimed to 
obtain a model which distinguishes between stress, amusement and neutral emotion 
(Lisowska, 2021a). Both amusement and stress are characterised by high physiological 
arousal but differ in the valence and the distinction between the two might be important 
for determining whether the activity should be suggested to the patient or not at the given 
time. In the second feasibility study we were interested in detection of the high cognitive 
load (Lisowska, 2021b) to avoid prompting patients at the times they are already 
overloaded.  
The next step will be to collect data using the ASUS smartwatch from a small population 
of volunteers to check how transferable/ adaptable are the models developed on clean 
data to data gathered outside of experimental conditions (real life setting).  

2. Models for personalized prompt timing.  
To personalize timing of the prompts we train a reinforcement learning agent that takes 
information about the patient state and predicts action (prompt or not). Currently we use 
Fogg’s behavior model to simulate the patient's response to the prompt. Deep Q-learning 
(Mnih, 2015) agent receives observation of the patient environment state that include the 
following variables: time of the day (morning, midday, evening, night), week day (weekend 
or not),  time since the last response to the prompt, the last activity score, location (home 
or other), patients motion (stationary or walking), whether patient is sleeping or awake 
and physiological state of valence, arousal and cognitive load. The aim of the agent is to 
learn to prompt the patient only at the time the patient responds to the prompt.  

7.1.3. GoCom 

GoCom provides higher-level components (e.g., the Physician DSS and the Virtual Coach) with 
information about potential or existing interactions among the patients’ diseases, drugs and 
other types of treatments.  Clinical Practice Guidelines (CPGs) and the CIGs that are based on 
them often focus on one morbidity. The risk of an interaction occurring due to guideline-based 
clinical recommendations is greater for a multimorbid patient, since multiple guidelines are 
involved. Also, the patient may be receiving treatments that are not guideline-based or taking 
over-the-counter medications that cause a severe adverse reaction when combined with the 
patient’s other treatments or diseases.   
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For example, a patient may be taking St. John’s wort (an over-the-counter medication) for 
their mood. If the patient must be treated with loperamide for diarrhea, GoCom will provide 
a warning, since St. John’s wort and loperamide may negatively interact. 
The notification should be provided both to the physician, before loperamide is prescribed, 
and to the patient to make sure that they are informed about the possible interaction and will 
stop taking St. John’s wort. 
GoCom uses the Data Platform and the Case Manager in order to receive requests and 
notifications from the Physician DSS and Virtual Coach, as well as send back information about 
possible interactions if relevant. 
When the Physician DSS or the Virtual Coach need to run a guideline due to new patient 
information entering the Data Platform, GoCom is notified and retrieves the relevant 
recommendations from the guideline that was run in order to check them for interactions. 
GoCom is goal-oriented and generates a hierarchical structure of goals for the patient’s new 
recommendations and other data in order to detect interactions. 
GoCom utilizes several reasoning patterns in order to detect interactions, and uses a number 
of terminologies and data sources: RxNorm (National Library of Medicine, 2021), openFDA 
(U.S. Drug and Food Administration, 2020), and NDF-RT (National Library of Medicine, 2017). 
GoCom retrieves data automatically from these sources and reasons upon it in order to detect 
the following types of interactions:  

● Temporal interactions 
● Drug-drug interactions 
● Drug-disease interactions; Treatments causing adverse events 
● General treatment interactions (virtual capsules, procedures). 

If interactions are found, GoCom provides different combinations of valid clinical solutions 
with explanations for the user and notifies (via the Case Manager) the component that 
requested the interaction check. If interactions are not found, GoCom also provides a 
notification. Figure 7.1.3.1 is a high-level sequence diagram showing the workflow between 
GoCom and the other components. 

More information is available in (Lanzola, 2021). 

 
Figure 7.1.3.1. A high-level sequence diagram showing the workflow between GoCom 

and the other components. 
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7.1.4. Statistical Summarizer 

7.1.4.1. Summaries on Data – Infographics 

Infographics for Healthcare Professionals 
We have identified relevant information needs (see Section 4 above and Deliverable 2.1) 
which could be supported by the CAPABLE clinician dashboard. HCPs have a need for general 
information such as summaries of survival statistics for different patient groups as clinical 
decision aids and to facilitate discussion with patients regarding survival and prognosis. 
Infographics are planned to be incorporated in the CAPABLE clinician dashboard as a clinician 
decision aid. An example of a complex decision that could be supported by infographics based 
on evidence-based sources is the clinical decision to treat patients with irresectable stage 3 or 
4 melanoma with mono immunotherapy (nivolumab) or combination immunotherapy 
(nivolumab + ipilimumab). Currently, we identified the ESMO Cutaneous Melanoma guideline 
and the ESMO Management of Immunotoxicity guideline as evidence-based sources for these 
infographics. During infographic development, clinicians from the respective hospitals will be 
consulted to check whether the proposed infographics fulfill their information needs. 
Additionally, we are monitoring for emerging information gaps/clinical dilemmas as the 
guidelines are formalized. 

Infographics for Patients 
We have identified relevant information needs (see Section 4 above and (Peleg,2020)) which 
could be supported by the CAPABLE patient app. Topics include diagnoses, treatments and 
side-effects. If available and feasible, information from evidence-based sources will be 
integrated in the CAPABLE patient app, or referred to (linked to) from the CAPABLE patient 
app. Additionally, we will support patients with information acquisition by presenting patient-
friendly infographics in the CAPABLE patient app. Specifically, infographics displaying risks of 
immune-related adverse events will be developed.  
We identified relevant sources for these infographics. Table 7.4.1.1.1 presents an overview of 
immune-related adverse events and corresponding relevant publications. While developing 
these infographics, recommendations will be taken into consideration from Trevena et al. 
(2013) and Bonna et al. (2021), describing the current best practice for presenting 
probabilities and quantitative information in patient decision aids. We will review the resulting 
information with a nurse practitioner and support consultant, who are responsible for 
providing educational information to patients at NKI.  
If a patient reports a symptom in the CAPABLE patient app that is associated with educational 
material, the app will inform them that there is educational material about the symptom in 
the library. If possible, this will also include a link to the educational material, for example 
“See library for more info”. This addresses the patients' need for more detailed information 
on side effects that was identified in Section 4 in (Peleg, 2020)  
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Figure 7.4.1.1.1. Mock-ups of patient education and infographics displaying risks of 

immune-related adverse events.  



 
 Framework Defined (Including Patients’ Needs) Based on Available Data … D5.2 

H2020-875052 Page 33 Public 

 

Table 7.4.1.1.1 Publications to be used for development infographics immune-related 
adverse events 

Type of immune-related 
toxicity 

Author (Year) Title 

Immune-related skin 
toxicity 

Hodi et al. (2010) Improved Survival with Ipilimumab in Patients with Metastatic Melanoma 

Wolchock et al. (2010) Ipilimumab monotherapy in patients with pretreated advanced melanoma: a 
randomised, double-blind, multicentre, phase 2, dose-ranging study 

Lacouture et al. (2014) Ipilimumab in patients with cancer and the management of dermatologic adverse 
events 

Larkin et al. (2015) Combined Nivolumab and Ipilimumab or Monotherapy in Previously Untreated 
Melanoma 

Boutros et al. (2017) Safety profiles of anti-CTLA-4 and anti-PD-1 antibodies alone and in combination 

Immune-related 
endocrinopathies 

Hodi et al. (2010) Improved Survival with Ipilimumab in Patients with Metastatic Melanoma 

Larkin et al. (2015) Combined Nivolumab and Ipilimumab or Monotherapy in Previously Untreated 
Melanoma 

Eggermont et al. (2016) Prolonged Survival in Stage III Melanoma with Ipilimumab Adjuvant Therapy 

Robert et al. (2015) Nivolumab in previously untreated melanoma without BRAF mutation 

Motzer et al. (2015) Nivolumab versus Everolimus in Advanced Renal-Cell Carcinoma 

Robert et al. (2015) Pembrolizumab versus Ipilimumab in Advanced Melanoma 

Immune-related 
hepatotoxicity 

Larkin et al. (2015) Combined Nivolumab and Ipilimumab or Monotherapy in Previously Untreated 
Melanoma 

Robert et al. (2015 Pembrolizumab versus Ipilimumab in Advanced Melanoma 

Gastrointestinal toxicity Gupta et al. (2015) Systematic review: colitis associated with anti-CTLA-4 therapy 

Horvat et al. (2015) Immune-Related Adverse Events, Need for Systemic Immunosuppression, and 
Effects on Survival and Time to Treatment Failure in Patients With Melanoma 
Treated With Ipilimumab at Memorial Sloan Kettering Cancer Center 

Pneumonitis Rizvi et al. (2015) Activity and safety of nivolumab, an anti-PD-1 immune checkpoint inhibitor, for 
patients with advanced, refractory squamous non-small-cell lung cancer 
(CheckMate 063): a phase 2, single-arm trial 
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Topalian et al. (2012) Safety, Activity, and Immune Correlates of Anti–PD-1 Antibody in Cancer 

Topalian et al. (2014) Survival, Durable Tumor Remission, and Long-Term Safety in Patients With 
Advanced Melanoma Receiving Nivolumab 

Robert et. al (2015) Nivolumab in previously untreated melanoma without BRAF mutation 

Boutros et al. (2017) Safety Profile of Nivolumab Monotherapy: A Pooled Analysis of Patients With 
Advanced Melanoma 

Garon et al. (2015) Pembrolizumab for the Treatment of Non–Small-Cell Lung Cancer 

Hazarika et al. (2017) U.S. FDA Approval Summary: Nivolumab for Treatment of Unresectable or 
Metastatic Melanoma Following Progression on Ipilimumab 

 

7.1.4.2. Retrospective Data Statistics 
Statistical summaries for Retrospective Data will include: 
Descriptive statistics for baseline characteristics  and outcomes in the data. Examples can be 
seen in Figure 7.4.2.1.1 (a-d) 

• Pie-Charts/Bar-Plots for categorical variables 
• Histograms for continuous variables with Kernel Density Estimation(KDE)  
• Box-and-Whisker plots for presenting quartiles of continuous variable allowing 

comparison between variables  
Variables’ Correlation 

• Scatter Plots for pairs of variables (e.g. age at treatment start vs. comorbidities index)  
• Correlation Matrix with heatmap 

Non-parametric Survival Analysis Methods for different time-to-event outcomes: Overall 
Survival, Progression Free Survival, Time-to-treatment and their comparison for different 
variables (treatment type, age, etc) 

• Kaplan-Meir (Kaplan,1958) (see examples in Figure 7.4.2.1.2) 
• Nelson-Aalen (Nelson, 1972 ;Aalen 1978) 

Clustering methods like Principle Components Analysis (PCA), K-Means and Hierarchical 
clustering presented with cluster visualization techniques ,like tSNE (Van der Maaten,2008), 
and descriptive statistics for each cluster.  
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Figure 7.4.2.1.1. (a) Box-and-Whisker plot for comparing age at treatment start for two 

treatment types for Melanoma data (b) Pie-chart for Male and Female patients 
distribution in Renal cancer data set (c) Bar-chart for Melanoma primary location 

distribution (d) Histogram + KDE for tumor size in Renal cancer data set 

   
Figure 7.4.2.1.2. Kaplan Meier Fitter calculated for Melanoma and Renal data sets 

7.2. High-Level Components 
7.2.1. Physician DSS  
The Physician DSS component provides decision support for Physician users of the CAPABLE 
system. It uses the Deontics Engine (see Fig. 7.2.1.1) to provide decision support based on 
executable clinical logic in the form of PROforma CIGs. The Physician DSS interfaces between 
the rest of the CAPABLE architecture (in particular the Case Manager and Data Platform) and 
the Deontics engine, and manages event handling, data synchronization and CIG execution. 
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Figure 7.2.1.1. Overall view of Physician DSS 

The Physician DSS uses the Case Manager to receive notifications of new patients entering the 
CAPABLE system, and of any changes in live clinical data for those patients. 
A master pathway guideline is used to determine what clinical guidelines (clinical knowledge 
encoded as PROforma guideline files) should apply to any patient in the system. When a new 
patient is registered in the Data Platform, a new instance of the master pathway guideline is 
started on the Deontics server, dedicated to that patient. As any new clinical data for the 
patient becomes available in the Data Platform the master pathway guideline is updated, and 
any recommendations from the guideline are pulled from the Deontics server. 
The primary purpose of the master pathway is to make recommendations for appropriate 
individual clinical guidelines. When a clinical guideline is recommended an instance of that 
guideline is started on the Deontics server for the patient. 
When the Case Manager notifies the Physician DSS of any new clinical data available for a 
patient that is enrolled on a clinical guideline, all available patient data is pulled from the Data 
Platform and the relevant clinical pathways are updated on the Deontics server. Any new 
guideline recommendations are retrieved. 
Clinical guidelines may recommend actions (such as tests or procedures) or changes in 
medication for a patient. These are translated to appropriate FHIR resources for storage in the 
Data Platform, however whether any of these recommendations should be carried out will be 
subject to analysis for potential conflicts or interactions by the GoCom component, and in any 
case the final decision will always rest with the clinician. These FHIR resources are therefore 
marked as "provisional", and GoCom is notified of new recommendations to be analysed. 

7.2.2. Virtual Coach  

Virtual Coach aims at providing a comprehensive support (coaching) to patients. The support 
covers both clinical and non-clinical aspects of care. The clinical support relies on plan models 
representing patient-oriented CIGs together with the symptom model, while the non-clinical 
support is concerned with patient well-being and education, and typically it employs the 
virtual capsule model, the infographic model, and personalized prediction models. In some 
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situations we also consider plan models for providing non-clinical support, e.g., to control the 
process of collecting data related to the quality of life through standardized questionnaires. 
Virtual Coach has been already presented in Section 6.11 in (Peleg, 2020) where we focused 
on plan models, their extended definition using meta-properties and execution in cooperation 
with the Deontics Engine. Below we summarize this part, and then focus on the new 
functionality, such as invoking personalized prediction models or specialized algorithms (e.g., 
set cover aimed at optimization) embedded into the Virtual Coach. 
In Fig. 7.2.2.1 We show a high-level scheme of Virtual Coach operations related to execution 
of tasks from a patient-related CIG. In this scheme we also refer to the Patient App to clearly 
indicate interactions with the patient. Patient App and Physician Dashboard (see Section 7.3.4) 
are not included in the AI framework, however, they act as a view or presentation layer that 
delivers outputs from the high-level support components to the users. Handling of a task 
depends on its type (enquiry, action or decision -- see Section 7.1.1 for details). Most complex 
processing is required by enquiry tasks that are concerned with obtaining data from various 
sources. Note that for the brevity of presentation we assume a single data item is associated 
with an enquiry task, while in practice there are usually multiple items. Depending on the 
indicated data source, Virtual Coach may invoke a specific algorithmic model or a prediction 
model to obtain a value of the data item (information about a specific model is provided as 
part of meta-properties associated with the data item). 
Virtual Coach is designed and implemented following the actor model (Charousset, 2013) 
where functionality is divided into multiple independent entities that act in parallel. Following 
this paradigm, specialized computational algorithms are implemented as dedicated actors (we 
refer to these actors as computational actors) that are instantiated and run when necessary. 
Moreover, we also introduce actors that act as wrappers around personalized prediction 
models and apply these models to patient data available in the Data Platform.  
One of the computational actors frequently used in practice is an optimization actor that 
applies the set cover technique to establish a recommended set of virtual capsules based on 
the well-being goals assigned to the patient and their hobbies. Specifically, it uses the virtual 
capsule model as one of its inputs. However, ontological models can be also used separately 
to provide values of a specific data item, e.g., an ontological model defining patient-reported 
symptoms may be queries to obtain a reporting frequency for a given symptom (see Fig 
7.2.2.1). 
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Figure 7.2.2.1. A high-level scheme of Virtual Coach operations 

Values of data items may also be obtained from KDOM (see Section 7.3.3), if they need to be 
abstracted from available information, requested from a patient through reporting facilities 
offered by the Patient App, or retrieved from the Data Platform. Here we should note Virtual 
Coach supports both non-solicited (spontaneous) reporting (the patient reports a symptom 
without being explicitly asked), as well as solicited reporting. 
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Figure 7.2.2.1 Part of the symptom model 

Processing of an action task starts with checking whether the associated intervention is 
interactive or not. Non-interactive intervention translates into starting another CIG -- this 
allows for implementing master CIGs, mentioned also in the context of Physician DSS. In case 
of interactive intervention (requiring interaction with the patient), Virtual Coach checks 
whether the intervention needs to be processed by GoCom. If this is the case, GoCom looks 
for possible interactions caused by the intervention and revises it if necessary (the 
intervention reported back by GoCom may be different than the initial one). Then, the 
intervention is delivered to the patient via the Patient App. If it requires explicit approval, 
Virtua Coach requests it from the patient. Finally, if the intervention has been approved, it is 
stored in the Data Platform. Approval is required only for selected interventions, such as 
pharmacological or capsule recommendations, where the CAPABLE system needs to know the 
approval for proper further processing (e.g., displaying related reminders). Simple 
interventions associated with displaying hints do not need to be approved. 
Handling decision tasks is similar to handling solicited reporting. The patient is presented with 
a set of decision candidates (together with supporting and opposing arguments) via the 
Patient App, and the selected candidate is reported back. We should note that in order to 
properly divide responsibilities related to decision making, relevant decisions that may affect 
a patient's health (e.g., prescription of a specific as-needed drug)  are included in physician-
related CIGs and are made “manually” by physicians. On the contrary, patient-related CIGs 
include minor decisions (e.g., starting a prescribed as-needed drug after observing specific 
symptoms) that are made automatically, thus relieving the patient from the decision burden. 
In such cases the patient is only asked to confirm or reject the recommended intervention.  
In addition to executing CIGs as described above, Virtual Coach can also run pro-actively some 
algorithmic models. These models may represent strategies for generating reminders or 
notifications -- due to their characteristic it is difficult to represent them as plan models in 
PROforma. Such algorithmic models also have access to ontological and personal prediction 
models and to data available in Data Platform. 
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7.2.3. Auxiliary Components  

This section presents an overview of Auxiliary components. They support both high- and low-
level components in providing and delivering support. More details about these components 
can be found in (Lanzola, 2021). 

7.2.3.1. Data Platform 
The main objective of CAPABLE Data Platform is to provide a persistent layer where to store 
and fetch all patients-related data. To guarantee a state-of-the art level component we chose 
Observational Medical Outcomes Partnership (OMOP) as a Common Data Model (CDM) and 
HL7 Fast Healthcare Interoperability Resources (FHIR) to manage data exchange (both input 
and output). All project’s data will be exchanged (between data producers and Data Platform 
and between Data Platform and data consumers) as FHIR Resources using REST APIs. The 
development of such an API layer is one of the developed products of the project: it is aimed 
at receiving requests (both to read and write) for standard FHIR resources, fetch/write the 
OMOP CDM accordingly and create FHIR-compliant responses. Another custom functionality 
of the CAPABLE Data Platform is establishing a private notification channel towards Case 
Manage - another core component of the system. 

7.2.3.2. Case Manager 
To prevent components from continuously scanning the blackboard and facilitating their 
activation, CAPABLE provides an additional one called Case Manager, specifically designed to 
coordinate the component efforts and activate the right ones only when needed. The Case 
Manager guides the reasoning process through an event triggering strategy, where events are 
combinations of facts regarding the patient's clinical status. The Case Manager monitors the 
Data Platform to detect the occurrence of such events, so that the interested component can 
be promptly notified, possibly resuming a reasoning process that has previously been 
"paused" waiting for the arrival of new data. Thus, the Case Manager is the only component 
allowed to send messages directly to any other one, promoting a clear modular design and a 
uniform communication protocol. 

7.2.3.3. Knowledge Data Ontology Mapper (KDOM) 
Clinical Practice Guidelines (CPGs) contain evidence-based recommendations intended to 
improve patient care. Specifying CPGs formally as Computer-Interpretable Guidelines (CIGs) 
enables their execution over a patient’s Electronic Health Record (EHR) to deliver patient-
specific recommendations, supporting clinicians. Knowledge Data Ontology Mapper (KDOM) 
allows mapping of abstract medical concepts from CIGs to EHR, that will allow querying EHR 
data in terms of clinical concepts. Hence, KDOM helps the physician to get better and accurate 
diagnose results by executing abstractions (abstraction is similar to query which get the 
patient medical data and execute it on CIG, e.g. "Diarrhea for the last 3 days" abstraction) and 
return the abstraction result back to the EHR. 

7.2.3.4. UI Components 
UI components include: Front-End Server, Clinician’s Dashboard and Patient’s Mobile 
Application 
Front-End Server Component provides users of the system (patients and doctors) with tools 
to access the CAPABLE system according to their needs and roles.  The main two objectives of 
the component are: 
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●    To manage the connection of the external clients (mobile and web) to the CAPABLE 
system functionality of Data Platform, Case Manager 

●    To manage the users (patients and physicians) notification functionality. 
The main objective of the web application of Clinician’s Dashboard is to provide physicians to 
enroll/import lists of new patients, to access the list of existing patients from the web browser, 
to access each patient profile and treatment reports for its analysis and modification. 
The main objective of the Patient’s Mobile Application is to provide patients with the tool 
where they can: 

• Manage their profile 
• Report symptoms 
• Receive treatment recommendations, so that they could manage them at home 
• Track their condition using Bluetooth Low Energy (BLE) connected devices 
• Receive educational tips on side effect’s management. 
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8. Glossary 

BLE Bluetooth Low Energy 

BoK Bag of Keywords 

CIG Computer-interpretable Clinical Practice Guideline 

CPG Clinical Practice Guideline 

DSS Decision Support System 

EHR Electronic Health Record 

FHIR Fast Healthcare Interoperability Resources  

HCP Healthcare Professional 

ICSM Instituto Clinico Scientifico Maugeri hospital 

NKI Netherlands Cancer Institute  

OWL Web Ontology Language 

OS Overall Survival  

PFS Progression Free Survival 

PRO Patient-reported Outcome 

PWD Real World Data  
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10. Annexes 

Annex 1: AIMAC Forum Analysis - Exploratory Research 
In this section we describe our initial effort on applying AI techniques to a big repository of 
information represented by a cancer patients forum. As a partner of the CAPABLE project, the 
Italian Association of Cancer patients, relatives, and friends (Aimac)   is making the data 
collected in its discussion forum available for several analytics tasks, including the 
identification of patient needs. This forum offers a virtual place where people facing directly 
or indirectly cancer can meet, share their experiences and discuss.  
We worked on text classification (including topic classification), which refers to the Natural 
Language Processing (NLP) task of assigning a sentence or document an appropriate category 
by learning associations and patterns between pieces of the text. In order to be understood 
by machine learning models, documents, in our case the posts, must be transformed into a 
numerical representation (vectors) before being classified. 
Count-based approaches like Bag-of-Words (BoW) represent posts based on word 
distributions that are estimated by counting the frequency of occurrence of each word of the 
vocabulary in a post (Wang, 2014), while prediction-based approaches provide 
representations where the semantic similarities between the words are well-preserved 
(Khattak, 2019). One of the most advanced ways to produce these vectors, commonly referred 
to as embeddings (Khattak, 2019), is BERT, which stands for Bidirectional Encoder 
Representations from Transformers, a language representation model based on transformers 
that also addresses Italian in its multilingual version (Devlin, 2019).  
By combining these two approaches (BoW and embedding), we can build models that can be 
useful for developing ancillary tools for the AIMAC forum, such as facilitated moderation, 
search for posts on specific cancer within the entire forum, and search for specific cancer 
patients’ issues (e.g., nutrition, sleep problems, depression, etc.). 

Data Preparation and Pre-processing 
We analysed 74930 posts, written in Italian by 3955 unique users. Discussions are distributed 
in 35 predefined subforums based on their main subject. Each of these subforums hosts 
multiple threads. The average number of threads in a forum is 117, while the average number 
of posts is 2140, varying from 6 to 35095.  
We considered the subforums with the highest participation in terms of opened threads and 
published posts, excluding the general-purpose ones (e.g., “Introduce Yourself”, “Scattered 
Thoughts”, “Staff News”). This leaves us with 8 hot-topics: “Prostatic Cancer”, “Pancreatic 
Cancer”, “Lung Cancer”, “Colorectal Cancer”, “Head and Neck Cancer”, “Brain Tumor”, “Breast 
Cancer” and “Liver Cancer”. 
Forum posts have been filtered considering only the first M messages of each thread. Each 
post has been truncated to the first W tokens and annotated leveraging the inner structure of 
the forum itself with a One-vs-Rest approach: positive (on-topic) if the message belongs to the 
subforum of interest, negative (off-topic) otherwise. The M and W parameters are manually 
defined, and different configurations have been tested. 
Punctuation and special tokens (e.g. HTML tags, escape sequences, emoticons) have been 
removed from the text. No stemming nor lemmatization has been deployed, as well as stop 
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words removal, because non-trivial words may still provide useful contextual information for 
Transformer-based models like BERT (Qiao, 2019).  
We split the data randomly with stratification into an 80% training set and a 20% test set, 
using 20% of the training set as the validation set for BERT fine-tuning. 
The NLP pipeline and the results achieved 

 
Figure 8.1.1. The pipeline for the topic classification of the messages in the AIMAC 

forum 

Figure 8.1.1 shows our NLP pipeline, which has been implemented  with Python 3 on a 
consumer machine’s CPU. 
Figure 8.1.2 shows an example of an automatically extracted keywords set for pancreatic 
cancer and prostate cancer posts. These include a wide variety of medical concepts. We can 
find treatments and medications like “Abraxane”, a prescription medicine used to treat 
advanced cancer; generic cancer-related terminology like “chemotherapy”, “tumor” or 
“metastasis”; medical procedures like “PSA”, a screening test for prostate cancer, and 
“Gleason”, a popular grading system used for prostate cancer prognosis; conditions like 
“incontinence”, a common side-effect in treated prostate cancer patients; target body parts 
like “prostate” and “pancreas”, as well as indirectly involved organs like “liver”, which is 
strictly related to pancreatic adenocarcinomas, as more than 50% of patients with pancreatic 
cancer have liver metastases at the time of diagnosis.  
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Figure 8.1.2. Italian keyword clouds for Pancreatic Cancer (top) and Prostatic Cancer 

(bottom) 

Word embeddings for each word of each post have been extracted averaging the last 4 layers 
of BERT, as described in (Devlin, 2019). For each post, word embeddings have been merged 
to obtain post embeddings, a document-level representation (Le, 2014). In this work we used 
the uncased multilingual BERT-Base configuration (https://huggingface.co/bert-base-
multilingual-uncased), which consists of 12 encoding layers, 12 attention heads and a hidden 
size of 768, adding a single linear layer at the end for sequence classification.  
Each post has been labeled for binary topic classification with no additional human 
supervision, leveraging the forum structure itself and the previous, implicit, annotation work 
done by moderators and users when they decide on which discussion subforum to post their 
messages. The representation methods described above have been combined in four ways for 
classification: 

1. BERTFT. No keywords, posts are represented using embeddings only. Pretrained 
representations have been fine-tuned (FT) on a validation set. 

2. Bag-of-Keywords. Keywords match representation, posts are mapped using the BoK 
approach alone. 

3. BERTFT+BoK. Post embeddings are concatenated with BoK, resulting in a vector sized 
768+K and made of both continuous and binary variables.  

4. BERTPT+BoK. Pre-trained (PT) post embeddings are concatenated with BoK without 
further fine-tuning. 

Post representations in turn become the input of a logistic regression, regularized through 
Elastic Net to control the high number of variables. For BERTFT, we directly used the output 
of the final layer instead.  
Models have been evaluated in multiple configurations, varying the size of the keyword set K. 
For each configuration, the pipeline has been run 5 times with different seeds to monitor 
variability and stability of results. The truncation threshold W has been set to 380 tokens, 
obtained by using the WordPiece sub-word tokenization. This is equal to the 95th percentile 
of the MMB message length distribution after preprocessing and allows us to speed up 
computation by cutting only the tail of the distribution. 

https://huggingface.co/bert-base-multilingual-uncased
https://huggingface.co/bert-base-multilingual-uncased
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We evaluated models’ performance with respect to their AUC-ROC, accuracy, F1-score and 
recall. Standard evaluation metrics have been complemented with recall to emphasize the 
prediction of actual positives.  
Experiments have been carried out on multiple topics to check the robustness of the models, 
changing the subforum of interest and the binary labeling accordingly. 

 
Figure 8.1.3. F1 score trend for the “Breast Cancer” topic 

Figure 8.1.3 shows the average F1-score trend for breast cancer” over all the tested values of 
K. Similar curves have been found for other topics of interest.  
In conclusion, we demonstrated that combining Bag of Words strategies like BoK with 
contextual embeddings like BERT seems to improve the quality of predictions for every topic 
we tried, providing a relatively inexpensive way to overcome BoW limitations and charting a 
course towards new feasible approaches for real-world situations involving languages other 
than English. We plan to use this approach for further analyses on the AIMAC forum. 
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Annex 2: Questionnaires with scoring details 
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