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* We ran pre-classification on 275k LCs This research will be reapplied to TESS light curves in order
* Took 5 hours to complete to classify extrasolar flares.
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