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Abstract
Does morphological structure affect articulation when segmen-
tal similarity is strictly controlled? To address this question, we
used electromagnetic articulography to study the articulatory
trajectories of tongue tip and tongue body during the articula-
tion of German words containing [a(:)] as stem vowels followed
by [t] that in roughly half of the words realized an inflectional
function. According to a generalized additive model fitted to
the articulatory trajectories of tongue body and tongue tip sen-
sors using electromagnetic articulography, a factorial predictor
signaling the presence or absence of an inflectional exponent
underperformed compared to a quantitative measure derived
from a Linear Discriminative Learning model. This quantita-
tive measure is based on the functional load of triphones, i.e.,
the extent to which a triphone contributes to the meaning of the
word. The relative functional load of the stem triphone (cen-
tered around [a(:)]) and the triphone pivoted on the [t] emerged
as a strong co-determinant of articulation. Importantly, words
with a balanced relative functional load (i.e., a value close to
zero) revealed optimized smooth co-articulation at tongue body
and tongue tip sensors. These results provide evidence for the
possibility that differences in the details of articulation straight-
forwardly reflect differences in meaning as captured by distri-
butional semantics.

Keywords: electromagnetic articulography, Linear discrimi-
native Learning, relative functional load, generalized additive
mixed models, optimized articulatory gestures

1. Introduction
The second syllables of the German inflected word geschafft
([g@+Saf+t] “did/made”, past participle) and the German de-
rived word Fachschaft ([fax+Saft] “(student) association”)
share the same segments, but the inflected word has a morpheme
boundary before the final dental obstruent that is absent in the
derived word. This study addresses the question of whether the
presence of this inflectional exponent has consequences for how
the syllable [Saft] is articulated.

According to the WEAVER++ model (Levelt and Wheel-
don 1994; Levelt, Roelofs, and Meyer 1999), the answer to this
question is a clear no, because articulation is driven by syllables.
The syllable [Saft] is retrieved from a mental syllabary, and as
this syllable is posited to be identical irrespective of whether
the final obstruent is a morphological exponent, the model pre-
dicts that, apart from prosodic factors such as prominence, ar-
ticulation should proceed in exactly the same way. However,
both acoustic (Plag, Homann, and Kunter 2017; Zimmermann

*The original title: “Semantic measures determining coarticulatory
movements of the tongue tip”.

2016; Seyfarth et al. 2018; Tucker, Sims, and Baayen 2019;
Tomaschek et al. 2019) and articulatory studies (Cho 2001; Lee,
Kim, and Cho 2019; Strycharczuk and Scobbie 2016; Song et
al. 2013) have reported different phonetic realization depending
on morphological structure.

In the present study, we addressed the potential conse-
quences for articulation of the presence of the German word-
final inflectional exponent (-t) while holding constant the seg-
ments in the syllable. We selected words such as geschafft and
Fachschaft, and used electromagnetic articulography to clarify
whether systematic differences exist in how the rimes of the
final syllables were articulated. In addition to predictors in-
cluded to control statistically for duration, stress, and frequency
of use, we included a predictor for relative functional load, a
novel measure that we introduce in the next section.

2. Relative functional load
When we consider words’ meanings from the perspective of dis-
tributional semantics, the function of the German word final -t
is remarkably different for inflected forms such as geschafft
and uninflected words such as Fachschaft. For inflected
words, the -t serves to position a word’s meaning properly in
semantic space with respect to tense, aspect, and number. By
contrast, the -t in Fachschaft has a general discriminatory
function similar to any other segment in the word. In order to
quantify this difference in functional load, we made use of Lin-
ear Discriminative Learning (LDL, Baayen et al. 2019). This
computational model implements direct mapping between high-
dimensional form vectors and high-dimensional semantic vec-
tors (word embeddings from distributional semantics).

The present study represents words by numeric vectors in-
dicating which triphones are present in a word’s form. For se-
mantic vectors, we explored two methods. The first method
simulates semantic vectors while at the same time building in
inflectional semantics. For example, the semantic vectors of
painted and bought are similar to each other, because they share
the inflectional function of the past tense. Since current im-
plementations of LDL do not provide means to implement se-
mantic similarity between stems, bought and purchased receive
nearly orthogonal semantic vectors. In order to assess the im-
portance of semantic similarity for stems, the present study also
made use of word2vec (Mikolov et al. 2013) to create semantic
vectors.

Accordingly, two LDL models were trained, one of which
was trained with simulated semantic vectors, and one of which
was trained with word2vec embeddings. The model architec-
ture is laid out in Figure 1. Triphones are linked with semantic
units, the weights on the connections from form to meaning are
shown in different colors, one for each of the triphones present
in the word band. For the triphone #ba, the red column vector
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Figure 1: LDL is a two layer network with a form layer with
triphones and a semantics layer. The functional load of a tri-
phone is defined as the correlation between the semantic vector
of the target word and the contribution that this triphone makes
to the semantic vector of the target word. This contribution is
the pertinent vector of the network’s weight matrix, e.g., for the
triphone #ba the red vector. ŝband: the predicted semantic
vector, sband: the gold standard semantic vector.

s#ba represents the contribution that this triphone makes to the
semantic vector ŝband. Assuming that ŝband is a good approx-
imation of sband, the functional load of #ba can be defined as
the correlation between s#ba and sband.

Since the focus of the present study is on the articulation of
the rime of words such as Fachschaft and geschafft, we
zoomed in on the functional loads of the triphone with the vowel
in its center, and the triphone to its right: [Saf] and [aft] for both
Fachschaft and geschafft. We refer to these two func-
tional loads as fs (which primarily gauges the functional load
of the stem) and fe (which primarily gauges the functional load
of the exponent, if present). Across different words, the vec-
tors of values of fs and fe (~fs and ~fe) are highly correlated. To
avoid adverse effects of collinearity, we calculated the relative
functional load, defined as fs �fe.

When the stem triphone (fs) and the transition triphone (fe)
are perfectly balanced with respect to their functional load, the
relative functional load is zero. When fs, which primarily cap-
tures the contribution of the stem, has a higher functional load
than fe, which represents the functional load of the exponent,
then the relative functional load becomes positive. On the other
hand, relative functional load becomes negative when the func-
tional load of the exponent triphone exceeds that of the stem.

We calculated two relative functional loads for each tri-
phone, one based on LDL simulated semantic vectors fsim,
and one using word2vec embeddings fword2vec. In what
follows, we investigate whether relative functional load co-
determines the articulation of the final rime of morphologically
simple and morphologically complex words.

3. Methods
3.1. Materials

Tongue movement data were extracted from the Karl Eber-
hards Corpus of spontaneously spoken southern German (KEC)

(Arnold and Tomaschek 2016). Tongue movements were
recorded with electromagnetic articulography (EMA, NDI
WAVE articulograph, sample rate 400 Hz). The present study
focuses on vertical and horizontal movements of the tongue
tip (“T.T.”) and the tongue body (“T.B.”) in the midsagittal
plane. The words in the present study all contained the sequence
[a(:)(C)t], where [(C)] represents a potential intervening conso-
nant. Words were tagged for whether an inflectional exponent
(-t) was present. The total number of word types considered in
the analyses was 98, of which 34 have a word final -t exponent.
The total number of audio tokens was 8757 , of which 2448
were inflected.

3.2. Analysis

Analyses were carried out with Generalized Additive Mixed-
effects Model (GAMM) (Wood 2006), a generalization of mul-
tiple regression that enables the analyst to study non-linear re-
lationships between a response variable and one or more (nu-
meric) predictors. The response variable was sensor position,
and a four-level factor F was used to obtain smooth functions
for position as a function of normalized time for each the four
combinations of dimension (horizontal vs vertical) and sensor
(T.B., T.T.). A second factor, henceforth Exponent, coded the
presence of an inflectional exponent. All factors were set up
using treatment dummy coding. Log-transformed frequency
of occurrence (based on the SdeWac corpus (Faaß and Eckart
2013)), the two relative functional load measures, and the dura-
tion of the syllable nucleus were included as covariates. Ran-
dom intercepts were included for speaker, for intervening seg-
ment (including a factor level specifying the absence of such a
segment), as well as for the segments preceding the vowel and
following the exponent.

4. Results
We first fitted a model to the sensor positions that included
Frequency and Exponent as predictors, leaving out the
measures of relative functional load. We then fitted two fur-
ther models in which Frequency and Exponent were re-
placed by one of the two measures of relative functional load
(fword2vec or fsim).

Model comparison indicated that the model with fsim
(AIC: 1128522, ML: 564386.4) outperformed the models
using either fword2vec (AIC: 1228344, ML: 614316.1) or
Frequency in combination with Exponent (AIC: 1228091,
ML: 614169.2). Importantly, the model with relative functional
load as predictor provided a more accurate fit to the data, while
requiring fewer parameters.

Figure 2 shows the estimated movement in the vertical di-
mension of the tongue tip as a function of normalized time, us-
ing the GAMM with fsim as measure of relative functional
load. In this contour plot, the X-axis represents normalized
time, and the Y-axis represents relative functional load. Col-
ors represent the height of the tongue tip, with warmer colors
denoting higher positions and colder colors coding lower po-
sitions. As can be seen in Figure 2, the tongue tip is steadily
moving upwards during the production of [a(:)], anticipating the
upcoming [t].

When fsim is close to zero, indicating that the functional
load of the vowel and exponent triphones are balanced, the ver-
tical trajectory of the tongue tip has very small gradient. For
larger positive or negative values of relative functional load, the
tongue tip starts out at increasingly lower positions while mov-
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Figure 2: Vertical tongue tip movements along time (x-axis) for
different values of relative functional load (y-axis). The vertical
dashed lines denote the offset of the vowel for words with a
complex nucleus (left) and with only the -t exponent following
the vowel (right).

ing upwards with increasingly steep gradients: The number of
contour lines crossed for fsim ⇡ 0 is 4, whereas for large neg-
ative or positive values, the number of contour lines crossed
increases up to 7.

The tongue tip reaches the highest position for relative func-
tional load value slightly bigger than fsim = 0, and here the
vertical distance traveled reaches its minimum. This suggests
that articulation is optimal, in the sense of requiring least ef-
fort, at values of fsim that are slightly favoring the functional
load of the stem vowel triphone. Interestingly, the median rel-
ative functional load is 0.165, which is close to the ‘ridge’ of
highest positions across time (the blue line in Figure 2). This
suggests that the tongue tip moves least in the vertical direc-
tion for words with the most commonly encountered values of
relative functional load.

If indeed the ‘ridge’ trajectory around fsim = 0.165 re-
flects optimization of articulatory effort, the question arises of
whether the tongue body shows similar optimization. Further-
more, does this optimization take place not only in the verti-
cal but also in the horizontal dimension? Interestingly, and un-
surprisingly as tongue tip and tongue body are tightly coupled,
joint optimization receives support from a further analysis in
which we examined the movements of the sensors in the mid-
saggital plane (Figure 3). Curves are shown relative to their
initial position at the onset of the vowel. As a consequence, the
trajectories of the two sensors always start at the origin. If two
curves have completely parallel trajectories, after being shifted
to start at the origin, they will show up with completely over-
lapping curves. Thus, the larger the differences between the
two curves in Figure 3, the less synchronized and parallel the
articulatory trajectories of the two sensors are in the midsaggi-
tal plane.

Figure 3 presents sensor trajectories for selected values of
relative functional load. The red curves represent the tongue
body, and the blue-green curves those of the tongue tip. Deeper
shades of blue-green and red indicate later points in normalized
time. In the leftmost panel, the tongue body sensor starts out
at a low, moves back slightly, and then moves up. The tongue
tip also starts low, and moves up with very little displacement
along the horizontal axis. As relative functional load increases,
from left to right in Figure 3, the final horizontal position of
the tongue body sensor moves further towards the front. At the

same time, it is lowered. For the tongue tip, final vertical posi-
tions first decrease and then increase again. A similar pattern is
present for the lowest vertical position reached.

Importantly, as relative functional load is increased, the
two articulatory trajectories first move closer together, and then
move further apart again. Apparently, when relative functional
load is close to 0.1, the tongue body and tongue tip trajecto-
ries are most similar and most strongly coordinated. For each
relative functional load value, we quantified the amount of syn-
chronization of the tongue tip and tongue body sensor using the
mean Euclidean distances between tongue tip and body trajec-
tories. The closest, and hence most synchronized, trajectories
of the tongue tip and body were found for a relative functional
load equal to 0.142 (indicated by the horizontal red line in Fig-
ure 2). This is close to the value of relative functional load
for which we observe the ridge with maximal vertical tongue
positions in Figure 2. In other words, for a relative functional
load that slightly favors the stem triphone, we observe minimal
displacement of the tongue tip sensor in combination with the
tightest synchronization with the tongue body sensor.

Figure 3: Tongue tip/body positions relative to their initial posi-
tions at the onset of [a(:)]. At t = 0, both curves start out at the
origin, darker shades of color indicate later points in time. The
more similar the two curves are, the more strongly coordinated
and parallel in the midsaggital plane the articulatory trajectories
of the tongue tip and tongue body sensors are.

5. Discussion
In this study, we addressed the question of whether words in
which the final [t] realizes an inflectional function are articu-
lated differently from matched controls in which the final [t]
does not realize an inflectional function. We documented that
a generalized additive mixed model with word frequency and
morphological status as predictors did not provide as accurate
a fit as a simpler model with relative functional load as covari-
ate. Unsurprisingly, mean relative functional load is smaller
for words realizing the inflectional exponent (0.067) compared
to the non-inflected controls (0.218, t(46.333) = 2.423, p =
0.019). The lower relative functional load for the inflected
words indicates that the contribution of the triphone of the ex-
ponent to the meaning of the word is somewhat larger for in-
flected words compared to uninflected controls. It is noteworthy
that on average, even for inflected words, the functional load of
the triphone of the exponent is slightly above zero. Since inflec-
tion typically modifies the syntactic positioning of the baseword
without really changing its meaning, the generally somewhat
stronger functional load of the stem triphone makes sense.
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The finding that, given relative functional load, a factorial
predictor for morphological status is no longer required to pre-
dict tongue position, suggests that the theoretical construct of
a “morpheme boundary” is not useful, just as the theoretical
construct of the “morpheme” is highly problematic (Blevins
2016). More generally, theories in psychology that build on
morphological units such as stems and exponent, such as the
WEAVER++ model (Levelt, Roelofs, and Meyer 1999), are chal-
lenged by the finding that low-level sublexical units such as tri-
phones and their contributions to words’ semantics are actually
driving the fine details of articulation.

The importance of the frequency of occurrence of com-
plex words for speech production is unresolved (contrast, for
instance, Levelt, Roelofs, and Meyer (1999) and Janssen, Bi,
and Caramazza (2008)). For the present data, frequency was
predictive for tongue sensor position in the model from which
relative functional load was withheld as predictor. Furthermore,
if frequency is added to the model building on relative func-
tional load, then it does help improve model fit. However, the
improvement of the Maximum Likelihood score and the AIC
score by the addition of frequency as predictor was consid-
erably smaller than the improvement offered by relative func-
tional load. When predictors are compared with respect to their
variable importance using Random Forests, we also observe a
much smaller importance of frequency (4.226), compared to
relative functional load (14.916). The strong effect of relative
functional load suggests it may be profitable to revisit chrono-
metric experiments and to clarify whether there too frequency
is outperformed by relative functional load.

Our analyses also revealed that tongue tip and tongue body
trajectories were synchronized the most tightly, and moving up-
ward with the smallest gradient, for words with a relative func-
tional load close to the median functional load. To understand
why this pattern may be present in our data, we note that in-
flected words have to strike a balance between staying faithful
to the meaning of the base word, while at the same time clari-
fying the syntactic role of the inflected word. When these two
functional constraints are in equilibrium, articulatory trajecto-
ries are optimized in such a way that movements are as smooth,
and possibly as efficient as possible. The further away a word is
from this equilibrium, the greater the gradient of the articulatory
trajectory becomes, and the less tongue tip and tongue body are
synchronized. If this interpretation is on the right track, we are
seeing the articulatory consequences of functional markedness.
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