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Abstract. The ability to identify the artworks that a museum visitor
is looking at, using first-person images seamlessly captured by wearable
cameras can be used as a means for invoking applications that provide
information about the exhibits, and provide information about visitors’
activities. As part of our efforts to optimize the artwork recognition ac-
curacy of an artwork identification system under development, an in-
vestigation aiming to determine the effect of different conditions on the
artwork recognition accuracy in a gallery/exhibition environment is pre-
sented. Through the controlled introduction of different distractors in
a virtual museum environment, it is feasible to assess the effect on the
recognition performance of different conditions. The results of the exper-
iment are important for improving the robustness of artwork recognition
systems, and at the same time the conclusions of this work can provide
specific guidelines to curators, museum professionals and visitors, that
will enable the efficient identification of artworks, using images captured
with wearable cameras in a museum environment.
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1 Introduction

The study of museum/gallery visitors has been a rapidly evolving topic within
the museum research community which is interested in optimising the overall vis-
itor experience, while analysing visitors’ activities, behaviours and experiences.
In this paper we describe work related to the development of an in-museum
application for tracking the artworks that a visitor is looking at, using first-
person images seamlessly captured either by a wearable camera or a smartphone
camera. To accomplish the artwork identification task, we utilize deep learning-
based object identification algorithms tuned to recognize different artworks in a
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museum/gallery environment. The key issue considered in the work is the iden-
tification of artworks using object recognition methodologies [12], rather than
dealing with the problem of art style identification or visual interpretation prob-
lem. Once an artwork is identified, information about the style and interpretation
of the artwork can be retrieved from a database that stores such information.

As part of our efforts to produce a system that works with high accuracy in
different conditions, we present an investigation aiming to determine the effect
of different conditions on the artwork recognition accuracy. To assess the effect
of different conditions on the recognition performance, we stage experiments in a
virtual environment that allows the controlled introduction of different distrac-
tors. The results of the experiment are important for improving the robustness of
artwork recognition systems, and at the same time the conclusions of this work
can provide specific guidelines to curators, museum professionals and visitors,
that will enable the use of this technology in a highly efficient manner. While
there are other artwork recognition attempts recorded in the literature [9] [11],
to the best of our knowledge, this is the first time that a virtual space is used
for simulating different conditions in a controlled way, allowing in that way the
derivation of conclusions related to the performance and limitations of artwork
recognition using first-person images.

The ultimate aim of our work is to develop a dedicated application capable
of identifying the artworks that a visitor is looking at, enabling in that way: a)
the provision of additional information about the artwork to the visitor, and b)
to register the artworks that the visitor is paying more attention as a means
of automating the process of visitor experience evaluation studies [6]. The work
described in this paper constitutes our first step in the application development
process, where we aim to understand the effect on the identification accuracy
due to the introduction of different sources of variation in images captured by a
first person camera.

2 Literature Review

The new domain of computer vision focusing on the analysis of images resembling
the point of view of a user, collected through wearable cameras or other smart
devices, is known as egocentric or first-person vision [2]. Latest developments
in image interpretation algorithms, mainly in the form of deep learning, along
with the increased image capture abilities and computational power of mobile
devices, facilitated the rabid development of novel egocentric applications.

In the case of cultural heritage, wearable camera technologies are often used
for artwork interpretation in an attempt to enhance the interaction and experi-
ence of visitors of cultural heritage sites. Within this context Taverriti et al. [11]
use the YOLO convolutional deep network for identifying eight different art-
works within a museum area. Skoryukina et al [10] also consider the problem of
recognizing 2D artworks from images captured with mobile devices using a Bag-
of-features approach and point geometry. Banerji at al. [1] investigate the use of
convolutional neural networks as a means for extracting features from paintings
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that can support the tasks of painting, artist, and style recognition. Along these
lines they perform experiments using different network architectures and layers.

Instead of focusing on artwork recognition, few researchers considered the
problem of identifying the exact location of museum visitors based on images
captured with wearable devices. Ragusa et al. [9] use first-person videos cap-
tured in the Monastero dei Benedettini, Italy, to identify the location of the
visitor. Baseline location recognition performance was presented using a method
proposed by Furnari et al. [4] who performs the localization task in three steps
that include the steps of frame classification, negative rejection and temporal
modelling of the recognized location in previous frames.

3 Paintings Identification Methodology

The process of paintings identification is carried out using a deep network tuned
to classify paintings available in an exhibition area such as a museum or a gallery.
To train a paintings identification network it is required to have at least one
image for each painting. However, to be able to train a classification network,
multiple images showing different instances of a painting are needed. To create
the desirable training set, data augmentation techniques are adopted [8], that
involve the transformation of a given image by changing the image scale, and
by rotating the image. As a result of the data augmentation process for each
painting we get multiple images showing different instances of a painting.

Recently, many object recognition tasks are performed with high accuracy
using deep neural networks [5]. For this reason we have opted to utilize a deep
neural network for performing the task of artwork recognition. The convolutional
neural network “Squeeze Net” [5] was used due to the limited memory require-
ments that make it more appropriate for use on mobile devices. A pretrained
version of the network trained on more than a million images from the ImageNet
database is tuned for classifying paintings by initializing the convolutional lay-
ers with the pretrained weights and replacing the output classification layer with
the appropriate layer size and fine-tuning the whole network architecture using
the training set with paintings. During the classification phase, first-person im-
ages captured by visitors are normalized to the standard resolution and input to
the tuned “Squeeze Net” allowing in that way the classification of the paintings
shown, into the most similar class of paintings in the training set.

4 Experimental Evaluation

As part of our efforts for implementing an application that allows the efficient
identification of paintings in a gallery, an experimental evaluation was conducted.
The aim of the evaluation was to assess how different factors, frequently encoun-
tered in museum environments, affect the identification accuracy. As part of the
preliminary investigation we have considered the identification of 10 paintings
of renowned Cypriot artists. The main steps of the experimental set up are
described below.



4 A. Lanitis et al.

4.1 Creating a Virtual Gallery Environment

As a means of simulating accurately different in-museum conditions, we perform
experiments in a virtual environment exhibiting the 10 selected paintings placed
on a plain wall of a virtual 3D gallery (see figure 1). To simulate the views of
a visitor, a virtual camera was placed looking towards the leftmost painting, at
a height of 1.6 meters and 1.5 meters away from the wall with the paintings.
The initial camera orientation allows the capture of images, as seen by a typ-
ical visitor. To simulate the movement of the visitor the camera is gradually
moved to the rightmost painting and gradually returns to the starting position.
A video showing the views of the virtual camera was recorded and all video
frames were annotated to indicate frames where the virtual visitor focuses on a
specific painting.

—

Fig. 1. The setup of the virtual gallery.

4.2 Introducing Distractors

During on-sight visits to museum/galleries exhibiting artworks, possible distrac-
tors that may affect the accuracy of automated artwork identification were de-
fined. Identified distractors include changes in the gallery wall texture, changes
in ambient light intensity, changes in camera position and orientation with re-
spect to the observed paintings, speed of camera movement and the introduction
of occluding structures in the form of additional visitors that inhibit the camera
point of view. To assess the effect of the identified distractors, the appearance
and overall setting of the virtual gallery and/or the settings of the camera move-
ment were modified in a controlled way so that different distractors are simulated
in a controlled way as shown in figure 2.

4.3 Classification

During the process of training the classifier the data augmentation techniques
described in section 3 were used for creating, a training set with 100 images
(10 images per painting) used for tuning a “Squeeze Net” [5] for classifying
paintings. During the performance evaluation stage, all frames in a video were
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Fig. 2. Samples showing examples of different conditions simulated in the virtual en-
vironment. Row 1 (left) shows the simulation of different wall textures, row 1 (right)
the introduction of virtual visitors, row 2 (left) changes in camera orientation and row
2 (right) changes in ambient lighting.

classified using the “Squeeze Net” [5] trained for this purpose, and the correct
identification performance was recorded. The performance evaluation indicator
was the percentage of correct classification for frames where it is possible to
determine the painting that the virtual visitor focuses on. Since at this stage
of the experiments, the aim is to assess the effect of different conditions rather
than producing the final classification system, for this set of experiments we don’t
consider the frames where the view is split among two paintings to an extend
that it is not possible to indicated the painting on which the visitor focuses on.

4.4 Experimental Results

When the system was tested using the original settings for 99% of all frames
considered (about 250 frames) the correct painting was identified. Table 1 shows
how the recognition performance is affected by different simulated conditions,
while Table 2 summarizes the conclusions regarding the effect of each condition
on the classification accuracy.

5 Discussion

A preliminary investigation of the factors affecting the identification accuracy of
paintings identification in a museum environment was presented. As part of the
investigation, a deep network was trained to classify images of paintings placed
in a virtual gallery. The use of a virtual gallery allows the controlled introduction
of various conditions that may affect classification accuracy, enabling in that way
the extraction of discrete conclusions in relation to the factors that impact the
classification performance. To the best of our knowledge the results reported are
unique because, unlike the ones reported by other researchers [9], they refer to the
recognition of artworks in a virtual environment in the presences of simulated
distractors. The results of the investigation provide a useful insight of issues
that curators, museum professionals and visitors should consider to maximize
the efficiency of this technology. Indicative recommendations include:



6 A. Lanitis et al.

— Recommendations for gallery curators and museum professionals
e Prefer the use of plain colors on the walls rather than textured surfaces
o Make sure that there is strong ambient lighting in the exhibition area.
e Limit the number of visitors allowed in a room

— Recommendations for visitors:
o Keep a steady distance of about 1.5 meters from the paintings
e Aim to observe a painting while looking straight forward rather than

looking at a painting from an angle.

e Avoid crowded rooms

Table 1. Recognition rates for different simulated conditions

Condition Parameters Correct Classification Rate
Wall Texture No Texture (Baseline) 99%
Green Stribe 95%
Blue Stribe 94%
Gold Fan 88%
Number of Visitors 0 (Baseline) 99%
5 92%
10 71%
15 83%
Distance 150 cm (Baseline) 99%
200 cm 88%
250 ¢cm 78%
300 cm 76%
Camera point of view | Forward (Baseline) 99%
Upwards 98%
Downwards 7%
Left 87%
Right 86%
Ambient Light Intensity 255 (Baseline) 99%
200 96%
150 63%
100 27%
Camera speed 10 sec 100%
20 sec (Baseline) 99%
30 sec 99%
40 sec 99%

While the initial results obtained prove the feasibility of this approach, there
is need for further work to capitalize on the early results. Areas that need fur-
ther work is the training of deep networks with enhanced training set both in
terms of the number of artworks to be recognized and in terms of the variations
introduced in the training set. Future work plans also involve the investigation
of the effect of additional distractors both in isolation and in combination. In
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Table 2. Conclusions regarding the effect of each condition on the artwork classification
accuracy.

Condition Comments
Wall Texture Gallery walls with textures may affect classification
accuracy.
Increased number of visitors can cause a reduction in
Number of Visitors classification accuracy, as the point of view of the camera

is occluded.

As visitors move away from paintings, classification
accuracy is affected. This effect may be attributed to
the inability to capture details of a painting from
Distance from Paintings|a distance. Furthermore, as the distance between

a painting and the camera increased, the proportion
of the actual painting included in the point of

view is reduced.

Changes in the camera orientation affect the
classification performance, hence for optimum
performance, the camera should be

looking forward.

Reduced ambient lighting has a severe effect
on the classification performance.

The speed of movement does not affect in a
significant way the classification performance

Camera Point of View

Ambient Light

Camera Speed

parallel with experiments in virtual environments, we are in the process of run-
ning experiments in a real environment in the State Gallery of Contemporary
Cypriot Art, so that the results of our initial investigation will be utilized for
optimizing the performance of artwork identification in a real environment.

The development of robust painting identification technology can form the
basis of implementing numerous applications that aim to enhance the experience
of the visitor and at the same time provide important information to curators.
As far as the visitors are cornered, the identification of a painting will allow
the use of mark-less augmented reality systems [3] for obtaining information
about exhibits, or the activation of dedicated multimedia applications related to
a painting, such as 3d visualizations [7]. At the same time useful information can
be derived that includes the time spend in front of each artifact and the level of
concentration of the visitor while observing an artifact. We are currently in the
process of developing an application that will utilize the proposed framework to
introduce the functionalities stated above.
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