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ABSTRACT Intrusion detection plays a critical role in cyber-security domain since malicious attacks
cause irreparable damages to cyber-systems. In this work, we propose the I2SP prototype, which is a
novel Information Sharing Platform, able to gather, pre-process, model, and distribute network-traffic
information. Within the I2SP prototype we build several challenging deep feature learning models for
network-traffic intrusion detection. The learnt representations will be utilized for classifying each new
network measurement into its corresponding threat level. We evaluate our prototype’s performance by
conducting case studies using cyber-security data extracted from the Malware Information Sharing Platform
(MISP)-API. To the best of our knowledge, we are the first that combine the MISP-API in order to construct
an information sharing mechanism that supports multiple novel deep feature learning architectures for
intrusion detection. Experimental results justify that the proposed deep feature learning techniques are
able to predict accurately MISP threat-levels.

INDEX TERMS Malware information sharing platform, network intrusion detection, anomaly detection,
deep feature learning, convolutional neural networks, long-short memory neural networks, stacked-sparse

autoencoders.

I. INTRODUCTION

OWADAYS, the demand for designing efficient, end-

to-end Network Intrusion Detection Systems (NIDS)
for Cyber Physical Systems (CPS) has grown tremendously.
Typically, CPS are composed of a combination of physi-
cal components and modern sensors. Modern sensors are
responsible for monitoring the physical environment and
provide high-quality multivariate time-series measurements,
while physical components are related with the structure
of each application. CPS have been widely utilized in elec-
tric power Critical Energy Infrastructures (CEIs), automobile
systems, and oil and natural gas distributions, among oth-
ers. In practice they present high similarity with Internet of
Things (IoT) systems, since they put extra attention on the
connection of the individual components with the networks.
Towards this direction, CPS are considered as the main target
for cyber-attacks. Consequently, it is highly important not

only to closely monitor the behaviours of these systems for
intrusion events, but also to design efficient, large-scale and
flexible mechanisms, able to detect abnormal behaviours.
An anomaly in CPS can be considered any pattern in
certain time period that depicts significantly different or
suspicious behaviour from the previous normal phase. The
main task of network-traffic anomaly detection is to identify
whether a new event can be considered as normal or sus-
picious, and provide further details regarding the structure
of the detected threat type. Traditionally, statistical-based
approaches [1] and probabilistic frameworks [2] tackle the
problem of network anomaly detection. Nevertheless, these
techniques are proved to work well only with binary clas-
sification tasks. Another limitation of probabilistic-based
approaches lie into the prior knowledge of input signals
distributions, since these techniques suggest that the nor-
mal input measurements adhere to a standard distribution.
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Consequently, for the testing phase, the probability distribu-
tions of the new measurements are compared with a provided
empirical threshold in order to determine whether the new
signal examples are considered as normal or anomalous.
However, in real-world scenarios, these techniques are not
able to model the rapidly changing structure of multivariate
datasets that are generated by modern CPSs. Consequently,
novel and large-scale machine learning formulations should
be developed in order to exploit the enormous amounts of
training data that were synthesized by these systems.
Moving towards to this direction, we provide the prototype
version of the proposed Information Sharing Platform (I2SP),
utilizing network incidents extracted from the Malware
Information Sharing Platform (MISP)-API [3]. MISP is a
trusted system that distributes important indicators of com-
promise (IoC) of targeted attacks, and threat information,
such as financial indicators or vulnerabilities that are used
in fraud cases. The main goal of MISP is to define a stan-
dard framework of preventive counter-measures that are used
against targeted attacks, existing malware and other threats.
The I2SP prototype exploits the MISP architecture, and thus
extracts significant information regarding coordinated activ-
ities for the minimization of cascading effects. Additionally,
within the I12SP, we develop an innovative network-traffic
intrusion detection system able to detect complex attack pat-
terns or new threats, and then share the information regarding
the cyber security incidents to the responsible authorities.
The key contributions of this paper can be summarized as:

o the development of a novel Incidents Sharing Centre
(I2SP), that combines attributes from variant network
measurements and provides the complete overview of
the security status of the system, exploiting the MISP
architecture;

« the design of several challenging Deep Feature Learning
architectures for semi-supervised anomaly detection.

A key benefit of the proposed method is its flexibility,
since the anomaly detection platform may support variant
Machine Learning (ML) techniques. Additionally, we are
the first to propose multiple innovative deep-feature learning
architectures towards the problem of MISP network-traffic
measurements modelling, with upper goal the threat-level
identification, and distribution of this information through the
proposed I2SP platform. Additionally, the proposed scheme
can be easily extended in dealing with multiple sources
of cyber-physical data. Figure 1 illustrates the proposed
system’s block diagram, while the following Sections provide
the complete analysis.

The rest of the paper is organized as follows: Section II
provides an overview of the related state-of-the-art regard-
ing the network information sharing mechanisms and the
network traffic anomaly detection. Section III presents the
proposed Incidents Information Sharing Platform (I2SP) pro-
totype, while Section IV demonstrates the variant deep
feature learning techniques that were implemented towards
the network intrusion detection problem. Section V provides
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the data sources, along with the experimental results of the
comparable Deep Feature learning architectures. Extensions
of this work are discussed in Section VI.

Il. RELATED WORK

A. NETWORK INFORMATION SHARING MECHANISMS
Computer Emergency Response Teams (CERTSs) are a vital
part of the cyber security community, since they collect
information of new threat types, issue early warnings and
provide assistance in requests made by the users. These orga-
nizations are able to collect huge amounts of data from
multiple distributors using threat libraries. Consequently,
threat intelligence tools should be utilized in order to han-
dle the information, and perform decision making. In the
following paragraphs we highlight several representative
information sharing tools [4].

In [5] the Collaborative Research into Threats (CRITs)
platform is demonstrated. CRIT is a data repository, provid-
ing analysts with the necessary tools in order to operate
collaborative research into malware and threats. Another
threat intelligence tool is the Soltra Edge [6] that supports
a highly extensible community defence model. Moreover,
the Collective Intelligence Framework (CIF) [7], helps to
aggregate, store, post-process, share and produce threat
intelligence datasets. Likewise, Threatelligence [8] is a
cyber-threat intelligence feed collector, using Elastic-Search,
Kibana and Python. It fetches data from various custom or
public sources into Elastic-Search while simultaneously adds
geospatial information. Additionally, AlliaCERT tool [9] col-
lects security-related information from multiple sources and
provides mechanisms to query, correlate, and share it.

Finally, the Malware Information Sharing Platform
(MISP) [3], is an open source software solution mainly
developed by the Belgian Defense CERT and the NATO
Computer Incident Response Capability (NCIRC), aiming
at gathering information about malware and attacks, storing
data in a standardized format, and distributing cyber security
indicators and malware analysis with trusted parties.

B. NETWORK TRAFFIC ANOMALY DETECTION
Anomalies can be defined as patterns that appear infrequently
and do not conform to the already defined, normal behaviour.
Abnormal can be considered for instance the network traf-
fic that does not comply with the normal class. However,
anomaly detection systems should be able to provide flexi-
bility in discriminating whether the new network connections
contain suspicious content or not. Over the last years, sig-
nificant research has been conducted in the framework of
network-traffic anomaly detection. From a high-level per-
spective, anomaly detection techniques may be separated
into three main categories:
o supervised: where label information regarding the threat
type is available [10]
o unsupervised: where no labelling data appear on the
dataset [11], [12]
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FIGURE 1. The I2SP Architecture.

o semi-supervised: where partial knowledge regarding the
anomaly type is available [13], [14], [15]

Towards the supervised direction, the key objective is to
construct proper training datasets that include all the anoma-
lous examples along with their corresponding labels. Since
this procedure can be considered as a standard classification
approach, the main advantage is its flexibility in identify-
ing if a new pattern is suspicious or not, based on already
existing attack patterns. Therefore, classification techniques
require a training period where the normal profile activ-
ity is constructed, and a testing period where every new
network measurement can be determined as anomalous or
normal. In the scenario where we are dealing with more
threat types, proper labelling should be also implemented
for each available class, and thus we are dealing with a
multi-class supervised classification problem. Early classifi-
cation approaches rely on the widely utilized framework of
Support Vector Machines (SVMs) [16], [17]. Typically, SVM
is considered as a supervised learning technique that requires
labelled data to create the classification rule. However, a
major limitation of the supervised frameworks lie in the
insufficiency of labelled training data, since these tech-
niques rely on extensive prior knowledge regarding the
characteristics of the network attacks, i.e., the attack pattern.

Regarding the unsupervised direction, clustering-based
techniques are proved to be a convenient solution [18], [19].
However, the major drawback of clustering approaches lie
in the fact that they are not able to guarantee that the
identified classes correspond to the desired ones, even in
the case where a large amount of data is available for
different threat type scenarios. Recently, generative mod-
els have also proved to be an intelligent choice towards
the unsupervised network anomaly detection problem [20],
[21], [22] Concerning the semi-supervised anomaly detec-
tion scenario, state-of-the-art approaches [14] aim to provide
accurate estimates of the probability distribution of the nor-
mal and abnormal classes, extracted from a sufficiently large
amount of collected network measurements. The main differ-
ence with the supervised methods is that there exists partial
or no information regarding the properties of the distortion
(i.e., anomalous region).
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Finally, over the last years, multiple deep learning formu-
lations for network intrusion detection have been proposed
in literature. For instance, the authors in [23], [24] propose
Long-Short Term Memory (LSTM) network architectures
that confront the problem of network traffic intrusion detec-
tion. Moreover, in [25], [26], [27] several Convolutional
Neural Network (CNNs) anomaly detection techniques were
proposed. Additionally, several deep learning formulation for
network anomaly detection employ the intelligent scheme of
Stacked Autoencoders (SAE) [28], [29], [30]. Despite the
fact that deep learning architectures are demanding, since
a great amount of data and internal iterations are required,
these methods usually outperform traditional supervised and
unsupervised intrusion detection approaches.

lll. THE I2SP PROTOTYPE

This section demonstrates the proposed Information Sharing
Platform (I2SP) prototype. The upper goal of this architec-
ture is to provide continuous monitoring, improve current
cyber-threat detection capabilities, and notify and report
to higher level the corresponding Computer Emergency
Response Teams (CERTSs). A key component in providing
the prototype version of the I2SP is the proper selection
of the data-measurements to analyse and distribute. Out
of the multiple Network Information Sharing Mechanisms
that were highlighted in the Related Work Section, we
selected the Malware Information Sharing Platform (MISP)
framework, due to its comprehensive and extensive structure.

A. MALWARE INFORMATION SHARING PLATFORM
(MISP)

MISP is an open-source threat information sharing platform,
where users from various communities are able to share all
kind of cyber-threats, indicators of compromise, and financial
indicators among others. Due to its peer-to-peer structure,
multiple instances exchange information with each other,
while its synchronization protocol is relied on three main
criteria: efficiency, accuracy and scalability. The users are
able to determine the granularity of the information they want
to distribute in MISP, for instance with respect to the orga-
nization level, the community-level, or within their sharing
groups.
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FIGURE 2. The Malware Information Sharing Platform (MISP) Interface.

TABLE 1. MISP API's threat levels.

[ Threat Id [
[’EventThreatLevelld’]["1°]
[’EventThreatLevelld’][*2]
[’EventThreatLevelld’][’3’]
[’EventThreatLevelld’][’4’]

Definition |

Sophisticated APT malware or 0-day attack
APT malware
Mass-malware

Undefined Attack/Risk

A shared piece of information in MISP is called an event.
An event is composed of a list of attributes, including desti-
nation IP addresses and file hashes. An attribute is identified
with the tuple: (i) category, (ii) type, (iii) value. Additionally,
an event is linked with textual information, where it is avail-
able, such as date, threat level, description, organization and
galaxies about threat actors, among others. In this study, we
exploit the intelligent MISP architecture in order to create
and upload events, store them properly, extract them, per-
form the proposed analysis, and finally distribute the desired
outcomes to the responsible authorities.

Figure 2 provides a characteristic snapshot of MISP
interface. Within the MISP interface we are able to add any
supported information we wish, such as the main attributes
(i.e., event ID, date, corresponding organization), economi-
cal and financial risks, and threat level. Additionally, Table 1
provides the threat level information that is available within
the MISP interface.

Since our ML analysis towards the intrusion detection will
rely on the threat level identification, threat levels will be
included only at the models’ training phase.

B. PROPOSED MECHANISM
The system presented in this paper is designed to upload,
monitor and analyse network-traffic measurements utiliz-
ing the MISP-API. Specifically, for each new instance that
is uploaded on MISP interface, we use Apache Spark
Streaming [31] as the tool for real-time processing of the
network traffic. Packets from the input data are stored
into Apache Kafka [32] topics and are ingested into Spark
Streaming using the Kafka consumer API for Spark (Spark-
Kafka), synthesizing discretized streams. Spark Streaming
provides its own high-level abstraction for continuous data-
streams, the so-called DStream, that processes data into
mini-batches relied on a configured streaming interval
[31], [33].

At the next stage, after we parse the input raw network
measurements, we perform the proposed data-preprocessing
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and analysis. Data-preprocessing is a significant step towards
the upcoming modelling stage. In this step, we perform
internal data checks, such as the problems of missing val-
ues and inappropriate characters. Additionally, since we
are dealing with multivariate time-series, we separate the
numeric from the categorical variables in order to encode
them properly. Specifically, for the categorical variables
(e.g., threat level, etc.), we use the state-of-the-art one-hot-
encoding [34] technique, while the numeric variables (i.e.,
columns) are normalized with respect to the sum of the
unit-norm (/;-norm) [35].

From the data pre-processing step, we proceed to the
analysis framework including the development of vari-
ant deep-feature learning models for intrusion detection.
Specifically, in the data-acquisition stage from the MISP-
API, we have also considered the threat-level information.
However, multiple MISP instances appear either without
threat-level, or with a corrupted version. In these scenar-
ios, the proposed algorithmic formulations aim to extract
the missing or corrupted threat level information, in order
to distribute it, in a later stage, to the responsible authori-
ties. The analysis stage may be separated into two phases:
(i) the offline, referring to the model training, and (ii) the
online, referring to the decision making. Regarding the
offline - training stage, we store the learnt models on a Redis
server [36], in order to be able to use them and distribute
them for the final stage of decision making.

In the following section, we explain the variant deep learn-
ing formulations that were exploited in this study for the
problem of threat-level detection of MISP instances.

IV. DEEP FEATURE LEARNING FOR NETWORK
ANOMALY DETECTION

In this study, we propose challenging deep feature learning
architectures towards the problem of anomaly detection of
the MISP database. The first model that we developed is a
traditional multi-perceptron model [37] composed of several
stacked hidden layers, the second one is a Stacked Sparse
Autoencoders [38] architecture, the third one adheres to a
Convolutional Neural Network (CNN) scheme [39], while
the final model follows a CNN-LSTM (Long-Short Term
Memory) procedure [25], [40]

A. MULTI-LAYER PERCEPTRON MODEL

Multi-layer perceptron neural networks (MLP-NNs) [41] are
the most widely recognized feed-forward neural networks
due to their ease of implementation, and smaller training set
requirements. The neurons of each subsequent layer (except
the input) are generated by the previous layers via an acti-
vation function, while the whole network is trained utilizing
an unsupervised back-propagation approach [42]. Figure 3
illustrates the main MLP structure that was employed in
this work. The input layer contains the encoded information
that was extracted from the MISP-API. The hidden lay-
ers contain the learnt representation of the input features,
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ions, like the sigmoid, the tanh, or the ReLU functions. Finally, the output layer (i.e., classification layer) corresponds to the learnt feature vectors, and is

the outcome of the minimization among the hidden and input network’s layers. The final layer assigns the corresponding probabilities to each threat-level (TL) class.

while they process and transmit this information to the out-
put layer, which is responsible for the classification into
the corresponding threat-level. The output layer, was acti-
vated using the Softmax [43] function, and thus it assigns
the corresponding probabilities to each class.

B. STACKED SPARSE AUTOENCODERS FOR NETWORK
ANOMALY DETECTION

A classical autoencoder is a deterministic feed-forward arti-
ficial neural network comprised of an input and an output
layer of the same size with a hidden layer in between,
which is trained with back propagation in a fully unsu-
pervised manner, aiming to learn a faithful approximation
of the input [38]. Specifically, the formulation encodes the
information between input and output data through a non-
linear function o : RY — RM such that each input vector
s € RN, is mapped to a new feature space via M hidden
units.

Formally, a single layer network consists of the input layer
units s € RV, the hidden layer unit h € R, and the output
units § € RV, which for the case of SAE are set to be equal
to the input units. The objective is to learn a set of weights
W e RM*N along with associated encoding bias b € RM,
in order to generate compact and descriptive features as:

h=0(Ws+b), (D

able to accurately reconstruct the input patch s. The function
o is usually selected to be the logistic sigmoid function,
defined as: o(z) = H% Decoding of h is performed using
the separate weight matrix V e RV*M
hidden layer with the output units as:

§ =0 (Vh+by), 2

where by stands for the decoding bias. Following standard
approaches, we consider tied weights such that: W = V.

, that connects the
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While an autoencoder is closely related to the Principal
Component Analysis (PCA), by performing an internal
dimensionality reduction, an over-complete nonlinear map-
ping of the input vector can be made by applying a sparsity
constraint to the target activation function. Consequently, in
order to learn representative features, the error of the loss
function:

N
~ 1 R
LS9 =7 > 1S —sill3 3)
=1

should be minimized, adhering to a sparsity constraint [44].
In the aforementioned formulation, S and S correspond to
the input and the output data, respectively [45].

Stacked sparse autoencoders (SSAE), is considered the
deep learning architecture of multiple shallow sparse autoen-
coders that are built by stacking additional unsupervised
feature layers, and can be trained using greedy methods for
each additional layer. Applying a SSAE architecture into the
network intrusion problem can be considered by itself as a
novel problem for the network security community.

Figure 4 stands as an example, illustrating the basic block
diagram for the Stacked Sparse Autoencoders network intru-
sion detection scheme. The input layer contains the MISP
features, while the output layer provides approximately the
representation of the input layer. The intermediate layers that
are learnt via the networks connections, are directly fed into
a softmax layer, which is responsible for the classification
to the proper threat-level.

C. CONVOLUTIONAL NEURAL NETWORKS FOR
INTRUSION DETECTION

While in fully-connected deep neural networks, the activa-
tion of each hidden unit is computed by multiplying the
entire input by the correspondent weights for each neuron
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FIGURE 4. Proposed classification scheme utilizing the Stacked Sparse Autoencoders architecture (S-SAE). The input MISP measurements are passed through the S-SAE

network, where the learnt features (i.e., hidden layers) are directly fed to the classifier. The output vector y contains the cl

in that layer, in CNNG, the activation of each hidden unit is
computed for a small input area [46]. CNNs are composed
of convolutional layers which alternate with subsampling
(pooling) layers, resulting in a hierarchy of increasingly
abstract features, optionally followed by fully connected
layers to carry out the final labeling into categories. At
the convolution layer, the previous layer’s feature maps are
first convolved with learnable kernels and then are passed
through the activation function to form the output feature
map. Specifically, let n x n be a square region extracted
from a training input two-dimensional array X e RNV*M,
and w be a filter of kernel size m x m. The output of the
convolutional layer h € R+ Dx(=m+1 ¢ formulated as:
b = FOTR) Y1 WabX(y, + bL), where b s the addi-
tive bias term, and f(-) stands for the neuron’s activation
unit. The activation function f(-) is a formal way to model
a neuron’s output as a function of its input. Typical choices
for the activation function are the logistic sigmoid function,
the hyperbolic tangent function: f(x) = tanh(x), and the
Rectified Linear Unit (ReLU), given by: f(x)=max(0,x). The
majority of state-of-the-art approaches employ the ReLU as
the activation function for the CNNs [47].

The output of the convolutional layer is directly utilized
as input to a sub-sampling (i.e., pooling) layer that produces
down-sampled versions of the input maps. There are several
types of pooling; two common types are the max- and the
average-pooling. Pooling operators partition the input table
into a set of non-overlapping or overlapping samples and
output the maximum or average value for each such sub-
region. By pooling, the model can reduce its computational
complexity for upper layers, and can provide a form of
translation invariance. The last layer of a CNN, namely the
fully connected layer, is a logistic regression layer [48],
where each unit of the output represents a class membership
probability, as:

eW,—x-‘,—b,—

P(Y = i|x) = softmax(Wx + b) = W

“4)

598

for each testi

9

The network parameters, along with the multiplicative
and additive biases, are learnt via a back-propagation pro-
cedure [42]. The final prediction of the classification model
is implemented by finding the maximum value of:

Yprea = argmaxP(Y = i|x, W, b) ®)
i

Figure 5 illustrates the threat level detection block diagram
using the CNN architecture. The initial time-series data are
fed into the 1-D convolutional architecture, where appro-
priate features are learnt, while the output softmax layer is
responsible for the classification procedure.

D. CNN-LONG SHORT-TERM MEMORY (LSTM)
NETWORKS FOR ANOMALY DETECTION

1) LONG SHORT-TERM MEMORY (LSTM)

Long Short-Term Memory (LSTM) [23] is a variation
of Recurrent Neural Networks (RNNs) [49], that utilizes
memory blocks to replace the traditional neurons in the hid-
den layer. Regarding the architecture, a typical LSTM block
is composed of a memory cell (C;), an input gate (i;), an
output gate (o;), and a forget gate (f;). At time instance f,
x; denotes the input and /4, the hidden state, while ét is the
candidate state of the memory cell, which determines how
much the input is received in the cell state. The calculations
for each gate, input candidate, hidden state, and cell state
are presented as follows:

ir =0 (Wixx; + Ui sxh_1 +b) (6)
é, = tan(W¢, x x; + U, x h;—1 4+ b,) @)
fi=0oWrxx,+Urxh,_1 +by) (8)
C = it*ét+ft*ct—l )

0, =0(W,xx;,+ U, *xh,_1 +b,) (10)
h; = o; x tan(Cy), (11

where o and fan stand for the sigmoid and tanh activation
functions, respectively, while W;, Wy, W., W, U;, Uy, U,
and U, represent the weight matrices.

VOLUME 1, 2020



‘IEEES IEEE Open Journal of the
Com3oc  communications Society

MISP Events

Timestamp
Analysis

Distribution

Published

Root Probability
Economic Risk

Implementation Time

Initial Features

org Tags
Owner Org Attributes
Date Attributes Efficiency

Data Pre-processing/
Time-series Feature
Extraction

info Root Node Name

Efficiency

Feature Maps/
Convolution Layers

I Input Time/
\series Data

CNN-Architecture

o o

= ThreatLevel
Classification
(4-Classes)

Global
Pooling

e e i e s e s e WO

Fully Connected/
Softmax Layer

[ T ——

~

FIGURE 5. CNN Architecture for Threat Level Classification: In this scenario we employ a CNN deep feature approach towards the problem of threat level prediction of MISP
instances. The extracted features from MISP API are considered as time-series data from which we learn significant features using the proposed deep CNN structure constructed
from a sequence of convolutional and pool layers. The final layer is responsible for the classification into the threat levels, and it is activated using the softmax function.

2) CNN-LSTM NETWORKS

The CNN-LSTM approach for predicting the threat level for
every new MISP instance consists of a series connection of
CNN and LSTM networks. The proposed CNN-LSTM archi-
tecture is able to extract complex features from the MISP
connections, and thus can store complex and irregular trends.
The upper layer of the proposed CNN-LSTM architecture
consists of a sequence of CNNs. The CNN architecture is
composed of: (i) an input CNN layer that receives multiple
variables that represent the MISP framework, including
event IDs, distribution, information, attributes, economic
risk, implementation time, and probability that a possible
attack reaches the root of the attack tree, among others,
(i) an output layer that extracts the features to the LSTM
network, and (iii) several hidden layers. The hidden layers
are typically consisted of convolution layers, ReLU activa-
tion layers, and pooling layers. The convolution layer applies
the convolution operation to the incoming multivariate time
series sequence and passes the results to the next layer.
The main advantage of the specific scheme relies on the
flexibility of the convolutional operators in reducing the
number of parameters and make the CNN-LSTM network
architecture deeper. CNN-LSTM networks using LSTM
cells provide superior performance through time information
modelling of signals and provide high-performance detection
of MISP events’ threat levels. The last layer of CNN-LSTM
architecture, i.e., the classification layer, is a fully con-
nected layer, that provides the final decision regarding the
threat level within a certain period of time for every new
MISP instance.

Figure 6 demonstrates the threat level detection block
diagram using the CNN-LSTM scheme. The initial time-
series data are fed into the 1-D convolutional architecture,
which is followed by a recurrent LSTM network. The learnt
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features are directly provided to the final, softmax layer
in order to assign the probabilities to the corresponding
classes.

V. EXPERIMENTAL SETUP

A. DATASET DESCRIPTION

The classification task involves predicting the threat level
using MISP APTI’s instances. In Table 2 we provide the
complete set of features that we utilize in our analysis. To
evaluate the performance of the comparable machine learning
formulations, experiments were implemented on approxi-
mately 40, 000 examples, extracted from the MISP-API. The
dataset was divided in a manner such that 80% was used
for training (i.e., 32, 000 examples) and the rest 20% was
used for testing (i.e., 8, 000 examples).

B. IMPLEMENTATION AND EVALUATION METRICS

The performance of the aforementioned deep feature learn-
ing classification approaches is first evaluated in terms of
the accuracy, and the reconstruction error of the model’s
loss function. Accuracy, is determined in the light of true
positive T}, (i.e., genuine measurements correctly classified),
true negative 7T, (i.e., fake measurements correctly classi-
fied), false negative F, (i.e., fake measurements incorrectly
classified) and false positive F), (i.e., genuine measurements
incorrectly classified) [50]. It is defined as the ratio between
the true outcomes towards the total number of outcomes,
formulated as:

T, + T,

(12)
Ty + Ty + Fp + Fy

Accuracy =

Regarding the loss function, since we confront a multi-class
classification problem, the categorical cross-entropy function
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FIGURE 6. CNN-LSTM Architecture for Threat Level Classification: In this scenario we employ a CNN followed by an LSTM architecture, in order to provide even more higher
and robust accuracy towards the problem of threat level prediction of MISP events. The learnt features from the convolutional layers are directly fed into a recurrent architecture
(i.e., LSTM model). Respectively, in this scenario the output/softmax full-connected layer is responsible for the assignment into the proper threat-level.

TABLE 2. MISP features.

Feature Type
Event Id Integer
Information Character
Published Character
Analysis Character
Timestamp Numeric
Distribution Character
Organization ID Numeric
Owner Organization ID Numeric
Year Numeric
Month Numeric
Day Numeric
Day of the Week Numeric
Hour Numeric
Minute Numeric
Attribute Count Numeric
Attributes Cost Numeric
Attributes Implementation Time Numeric
Attributes Economic Risk Numeric
Attributes Root Node Name Character
Attributes Probability to Root Numeric
Creator e-mail Character

is exploited and defined as:

CE:—log( (13)

e
i)
where t; and s; are the ground truth and model’s output
scores for each class i € C.

Additionally, we have selected the Area Under the
Receiver Operating Characteristic (ROC) Curve (ROC-AUC)
score as an evaluation metric to determine the degree of sep-
arability among the different categories, since it measures
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the classification performance of each model/per each class.
ROC curve illustrates the ratio between the True Positive
Rate (TPR), i.e., TPR = In__ and the False Positive Rate

Ti+Fy’
(FPT), i.e., FPR = F?’Tn. Using the specific metric, we
evaluate how the model works while distinguishing between
the variant threat levels (TL). ROC-AUC scores that are
close to 1.0 indicate highly robust models, that can perfectly
determine the variant different classes.

Finally, in order to further validate the quality of our
T,

. .. B

developed models we exploit the Precision = T4F,"
_ b _ 2T, 0 :

Recall = m, and Fl-score = m metrics. ngh

score on Precision metric indicates a lower False Positive
Rate. On the other hand, high score on the Recall metric
demonstrates low ratio of False Negatives, and thus pre-
vents from false detection. Finally, Fl-score provides the
harmonic mean of Precision and Recall, by capturing these
two measures on a single metric.

C. EXPERIMENTAL RESULTS

In this paragraph we demonstrate the evaluation results
obtained using the proposed Machine Learning (ML)
formulations. Regarding the Multi-Layer Perceptron (MLP)
model, we considered as input layer the features extracted
from the MISP-API, and thus we have constructed a deep
feature learning architecture composed of 5 hidden layers.
The number of hidden nodes was set to: (128, 64, 64, 32, 16)
respectively for each hidden layer. The output layer (i.e.,
classification layer) was activated using the Softmax activa-
tion function, assigning the corresponding probabilities to the
output classes (i.e., the classification levels) that we investi-
gate. The number of batch-size was set to 64, after a cross
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FIGURE 7. (From Left to Right): In this figure we illustrate the training/validation loss and classification accuracy of the proposed Multi-Layer Perceptron (MLP) neural network
applied on the four-class threat level dataset. We observe that after a fixed number of iterations (approximately 60) the proposed model reaches and preserves its highest
classification accuracy. Correspondingly, the loss function is constantly reduced into the whole iterations frame.

TABLE 3. Confusion matrix of multi-layer perceptron model.

[ Actual vs.Predicted | TL-1 TL-2 TL-3 TL-4
TL-1 1714 0 78 0
TL-2 96 1510 163 0
TL-3 196 81 1518 0
TL-4 29 0 6 1859

validation process, while the number of internal epochs in
order to achieve convergence in terms of the reduction of the
loss function error, and in terms of achieving a high ratio in
accuracy, was set to 100. In Figure 7 we illustrate the MLP
model’s accuracy and loss function with respect the number
of epochs. The total accuracy for the training and validation
phases was 95.54% and 95.32% respectively, while the total
error of the loss function was 0.1198 and 0.1328 for the train-
ing and testing phases, respectively. Additionally, Table 3
illustrates the confusion matrix of the MLP approach towards
the four-threat level (TL) classification scenario. In terms of
the Precision metric, the proposed MLP scheme achieves:
84% for the TL-1: Sophisticated APT-Malware or 0-day
attack, 95% for the TL-2: APT-Malware, 86% for the TL-3:
Mass-malware, and 100% for the TL-4: Undefined attack
type. All results are summarized, illustrated and compared
with the other developed schemes in Table 7. As we may
notice, the proposed MLP scheme provides high performance
detection rate between the actual and the predicted
states.

In contrast with the multi-perceptron model, where the
output nodes are the network’s connection classification out-
come, in the Stacked Sparse Autoencoders scenario, the
output is approximately the same as the input (i.e., containing
the same network measurements, affected by a dramatically
small loss function). Consequently, in the SSAE case, we
consider as input the 21 feature space containing MISP’s
network-traffic measurements, and thus we learn the internal
representations (i.e., features). The learnt internal representa-
tions are directly fed into the final classification layer, which
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in our case is a softmax layer. Specifically, we have con-
structed a SSAE architecture equiped with 5 hidden layers,
containing (64, 32, 16, 32, 32) hidden nodes respectively in
each layer, and with a 64 batch size. Additionally, the num-
ber of epochs in order to achieve a fair convergence rate
was fixed into 100.

Figure 8 depicts the loss function and classification accu-
racy of the proposed SSAE scheme, when applied on the
four-category threat-level classification scenario. After 100
epochs, the training loss is fixed into 0.0963, while the val-
idation loss into 0.0877. Likewise, the training accuracy
after 100 epochs is 96.35%, and the validation accuracy
96.49%. As we may observe, the SSAE model built with the
aforementioned network architecture achieves high classifi-
cation accuracy. Referring to the loss function we may notice
the high convergence rate of the proposed SSAE scheme.
Moreover, Table 4 illustrates the Confusion Matrix of the
SSAE scheme with respect to each category (i.e., Threat
Level), where we may depict the detection ratio among the
actual and predicted classes. Finally, in terms of Precision
metric, the proposed SSAE scheme achieves: 91% for the
TL-1: Sophisticated APT-Malware or 0-day attack, 97% for
the TL-2: APT-Malware, 85% for the TL-3: Mass-malware,
and 100% for the TL-4: Undefined attack type. All results are
compared with the other developed architectures in Table 7.
From the aforementioned metrics we are able to validate the
high prediction quality of the proposed SSAE scheme when
applied on MISP network measurements dataset.

Additionally, we have further investigated the performance

of an 1D-Convolutional Neural Networks (CNNs)
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FIGURE 8. (From Left to Right): In this figure we illustrate the training/validation loss and classification accuracy of the proposed SSAE scheme applied on the four-class MISP
dataset. We observe that the loss function is continuously reduced within the 100-epochs interval.

TABLE 4. Confusion matrix of stacked AE architecture.

[ Actual vs.Predicted | TL-1 TL-2 TL-3 TL-4
TL-1 1628 0 164 0
TL-2 55 1587 127 0
TL-3 69 47 1679 0
TL-4 28 1 6 1859
CNN Accuracy CNN Model Loss
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FIGURE 9. (From Left to Right): In this experiment we illustrate the training/validation loss and classification accuracy of the proposed CNN Model. As we may notice, in terms
of the classification accuracy, the proposed technique achieves high performance in both validation and training phases. Additionally, the loss function is constantly reduced in

both training and validation stages.

architecture for the threat-level detection of MISP
network-traffic measurements. Specifically, we trained our
CNNs using approximately 32, 000 examples, and thus we
further validated the CNN model using 8,000 examples.
The exploited CNN architecture is composed of 5 CNN
hidden layers, each one followed by a Max-pooling and a
Dropout layer, for eliminating gradient’s fluctuations. The
Dropout layer’s parameter was set into 0.2 in all layers,
while the pool size was fixed in 1. Moreover, the number
of hidden nodes was set to (64, 64,32,32,64), and the
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filter size into 3. For the CNN layers, we choose the RELU
activation function, while the classification layer utilizes the
Softmax function.

Figure 9 presents the loss function and classification accu-
racy of the proposed CNN scheme, when applied on the
four-threat level classification scenario. After 100 epochs,
the training loss is fixed into 0.0538, while the validation
loss into 0.0497. Despite the loss function presents moderate
fluctuations, we observe that it is continuously reducing with-
ing the 100 iterations interval, validating the convergence of
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TABLE 5. Confusion matrix of CNN architecture.

[ Actual vs.Predicted | TL-1 TL-2 TL-3 TL-4
TL-1 1765 0 27 0
TL-2 32 1607 130 0
TL-3 20 48 1727 0
TL-4 23 4 8 1859
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FIGURE 10. (From Left to Right): In this figure we highlight the high-quality classification performance achieved by the proposed CNN-LSTM architecture, in terms of the
training/validation accuracy and loss. As we may observe, the classification accuracy stabilizes into its highest value after only few epochs, while simultaneously the loss
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function is constantly reduced in both training and validation stages.

TABLE 6. Confusion matrix of CNN-LSTM architecture.
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Loss Function
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CNN-LSTM Loss

—a— Training Set (0.028)
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(b) CNN-LSTM Model Loss

[ Actual vs.Predicted | TL-1 TL-2 TL-3 TL-4
TL-1 1427 0 365 0
TL-2 19 1642 105 3
TL-3 2 59 1730 4
TL-4 3 6 19 1866

the proposed scheme. On the other hand, the classification
accuracy in the training set converges significantly fast, after
almost 40 epochs, while the validations accuracy presents
small variations but with simultaneously preserving its high
value. The training accuracy after 100 epochs is 98.12%,
and the validation accuracy 97.53%. As we may observe,
the CNN model built with the aforementioned network archi-
tecture achieves high classification accuracy, validating the
high quality of the proposed scheme. Additionally, Table 5
provides the Confusion Matrix of the proposed CNN archi-
tecture with respect to each investigating category (i.e.,
threat level), where we illustrate the distribution between
the actual and predicted threat levels. In terms of Precision
metric, the proposed CNN architecture achieves: 96% for
the TL-1: Sophisticated APT-Malware or 0-day attack, 97%
for the TL-2: APT-Malware, 91% for the TL-3: Mass-
malware, and 100% for the TL-4: Undefined attack type. All
results are summarized, and compared with our other con-
structed architectures in Table 7. Consequently, the proposed
CNN-based scheme also achieves high quality threat-level
predictions.

Finally, we exploited a CNN-LSTM architecture towards
the problem of threat-level identification for network-
traffic intrusion detection. For this purpose, we considered
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four 1-D CNN layers, followed by Max-pooling and
Dropout layers, with (64, 64, 32,32) hidden nodes. The
sub-sequent LSTM architecture is composed of 5 hidden
layers and (64, 64, 32, 32, 16)-hidden nodes. The filter size
for the CNN structure was set into 3, while the dropout
value was fixed into 0.2. The activation function in all
layers, except the output (i.e., Softmax-classification) is
the RELU.

Figure 10 illustrates the classification accuracy and loss-
function with respect to the number of iterations. In this
simulation, we have also fixed the number of epochs
into 100. The classification accuracy of both training and
validation sets converges into a stationary point after approx-
imately 20 iterations, validating the high-performance of the
proposed CNN-LSTM technique. Specifically, the classifi-
cation accuracy for the training set was fixed into 98.25%,
while for the validation set into 98.17%. Additionally, the
loss-functions of the training and validation datasets, after
approximately 40 iterations, stabilize into its lowest value,
of 0.028 for the training set, and 0.034 for the validation
set. Moreover, Table 6 illustrates the Confusion Matrix of
the proposed CNN-LSTM scheme, where we illustrate the
ground truth versus the predicted results per each cate-
gory (i.e., threat level). In all cases, the proposed scheme
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FIGURE 11. AUC-ROC Curves for the four comparable deep learning architectures. As we may observe all architectures depict high quality ROC curves, validating the

high-accuracy of the proposed classification/prediction approaches.

TABLE 7. Quantitative performance evaluation of the developed methods in terms of precision, recall and F-1 score metrics.

Methods MLP Stacked SAE

CNN CNN-LSTM

Metrics Precision | Recall Metrics Precision

Recall F-1
Score

Recall F-1
Score

Precision Precision | Recall F-1

Score

TL-1  (So-
phisticated
APT-
malware

or 0-day
attack)

0.84 0.96 0.90 0.91 0.91

0.91

0.96 0.98 0.97 0.98 0.80 0.88

TL-2 (APT-
malware)

0.95 0.85 0.90 0.90

0.93

0.97 0.91 0.94 0.96 0.93

TL-3 (Mass-
malware)

0.86 0.85 0.85 0.94

0.91 0.96 0.94 0.88 0.96

TL-4 (Unde-
fined Attack)

0.98 0.98 0.98

0.99

1.00 0.98 0.99 0.98

achieves high quality predictions. In further detail, in terms
of the Precision metric, the proposed CNN-LSTM scheme
achieves: 98% for the TL-1: Sophisticated API-malware
or 0-day attack, 96% for the TL-2: APT malware, 88% for
the TL-3: Mass-malware, and 100% for the TL-4: Undefined
attack type.

Comparing the four deep feature learning approaches (i.e.,
Multi-Perceptron Model, SSAE, CNN, and CNN-LSTM),
in terms of the classification accuracy on the validation
set, we may notice that the highest accuracy for the
four-class threat level scenario of MISP’s network-traffic
dataset, is achieved first by the CNN-LSTM scheme
(98.17%), followed by the CNN architecture (97.53%),
then by the SSAE model (96.49%), and finally by the
Multi-Layer Perceptron model (95.32%). Finally, Figure 11
illustrates the ROC-AUC curves/per category for the four
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comparable techniques, while Table 7 highlights and sum-
marizes the Precision, Recall and F-1 scores of the proposed
architectures. Regarding the AUC-ROC curves, we observe
that all comparable deep feature learning approaches depict
high quality results. To be more precise, the best score
(i.e., 99.80% for TL-1, 99.53% for TL-2, 99.60% for TL-3,
and 99.49% for TL-4) was achieved using the CNN-LSTM
architecture, validating our claim that the specific scheme
outperforms the comparable deep learning approaches for
the problem of MISP network measurements threat level
detection.

VI. CONCLUSION

In this paper we presented an end-to-end novel Information
Sharing Prototype (I2SP), able to gather, process, and
distribute information regarding network-traffic events.
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Specifically, we exploited the architecture of the MISP
interface for gathering network measurements, and thus we
proposed four challenging machine learning formulations
that learn internal representations from the multi-variate
time-series dataset. The ultimate of this study is to per-
form intrusion detection, by learning the threat level of each
upcoming measurement. All comparable techniques present
high-quality classification results in terms of the accuracy
and the error of the loss function.
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