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ABSTRACT

A 40 MHz scouting system at CMS would provide fast and virtually unlimited
statistics for detector diagnostics, alternative luminosity measurements and, in
some cases, calibrations, and it has the potential to enable the study of otherwise
inaccessible signatures, either too common to fit in the L1 accept budget, or with
requirements which are orthogonal to “mainstream” physics, such as long-lived
particles. Deep learning is a class of machine learning algorithms that uses
multiple layers to progressively extract higher-level features from the raw inputs.
A series of studies on different aspects of LHC data processing have demonstrated
the potential of deep learning for CERN applications. The usage of deep learning
aims at improving physics performance and reducing execution time. This paper
will present a deep learning approach to muon scouting in the Level-1 Trigger of
the CMS detector. The idea is to utilise multilayered perceptrons to “re-fit” the
Level-1 muon tracks, using fully reconstructed offline tracking parameters as the
ground truth for neural network training. The network produces corrected helix
parameters (transverse momentum, n and ¢), with a precision that is greatly
improved over the standard Level 1 reconstruction. The network is executed on
an FPGA-based PCle board produced by Micron Technology, the SB-852. It is
implemented using the Micron Deep Learning Accelerator inference engine. The
methodology for developing deep learning models will be presented, alongside the
process of compiling the models for fast inference hardware. The metrics for
evaluating performance and the achieved results will be discussed.
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1 Introduction

Collisions in the CERN LHC occur at a bunch crossing (BX) rate of 40 MHz, and generate hundreds of Th/s
of data in the detector electronics. The CMS detector [I] contains ~10% electronic channels, making readout
and analysis of every channel at the full BX rate unfeasible. A two-level trigger system selects the events
to be read out for permanent storage and subsequent analysis. The Level-1 (L1) trigger [2], implemented in
custom hardware using field programmable gate array (FPGA) devices, uses coarse-grained information from
the calorimeter and muon subdetectors to search for signatures of interesting physics, and selects events at
a maximum rate of 100 kHz. The High Level Trigger (HLT) [2] is a farm of processors analysing full events
read out at the Ll-accept rate, using complex software algorithms to further reduce the event rate to about
1 kHz to be stored for offline analysis. After the planned Phase-2 upgrade of CMS [3], around 2027, the L1
will include information from the tracking detectors. The L1 and HLT accept rates will be increased to 750
and 7.5 kHz respectively.

Machine learning (ML) describes a set of algorithms that can perform a specific task without being
explicitly programmed to do so. Parameters of machine learning models are learned during the training,
allowing data to shape and influence the algorithm implementation. Deep learning (DL) is a subset of
machine learning algorithms that contain multilayered learning systems, such as neural networks (NN) [4].
In principle, any function may be approximated by a NN. Training is performed with the objective of
minimizing the model loss, represented by a function of the difference between the targets and the model
predictions.

The huge amount of data collected by experiments at the LHC can be used for training machine learn-
ing models. With the improvement in computing power and the expansion of DL accelerators, there is a
possibility to apply DL techniques in various stages of data acquisition.

2 L1 Scouting

The two-level trigger of CMS is designed to provide excellent sensitivity to most of the interesting physics.
Some specific signatures for new physics, however, are either too common to fit in the L1 accept budget, or
with requirements which are orthogonal to “mainstream” physics. A “scouting” system using L1 intermediate
data at the beam-crossing rate of 40 MHz and carrying out online analyses based on these limited-resolution
data may be key for complete coverage of these signatures. For example, in the case of rare Higgs boson
decays (H—J/v~, H—¢vy, H—p7y), assuming the mass resolution is sufficient, scouting might enable higher
signal efficiencies with lower photon thresholds and a broader resonance mass window. For displaced muons,
higher efficiency could be obtained by relaxing track-muon matching or combining muons with calorimeter
information [5]. Additional examples include flavour anomalies, Bs—77 decays and other low-momentum 7
signatures, hadronic physics and QCD measurements [3]. These and other cases will be investigated further,
in some cases also profiting from work that can be carried out during LHC Run-3 [3].

The concept of scouting in CMS was initially pioneered at the HLT in 2011 [6]. HLT scouting allows
the collection of some reduced-event-content data streams at much higher than the HLT accept rate, but
still requires the event to pass the L1 trigger and the complete event data to be read out from the detector
through the standard data acquisition chain.

The L1 scouting consists of capturing, reducing, and analysing trigger-level information from the various
L1 trigger processors, and storing only relevant high-level information about physics objects. It was first
demonstrated in 2018, during the the final weeks of LHC Run-2 [5]. The demonstrator system captured the
output of the Global Muon Trigger (GMT), containing the highest-ranking muon candidates as identified by
the various hardware track-finders connected to the muon detectors of CMS. About 10'? non-empty bunch
crossings were collected in the two campaigns, including both proton-proton and heavy-ion runs. Data
collected by this prototype system are currently being analysed and preliminary results from one of the
analyses indicate that, for example, the muon counts can be used to estimate individual bunch luminosity,
with resolution comparable to the other luminosity systems in CMS [3]. This demonstrator will be extended
for LHC Run-3.

The CMS Phase-2 L1 trigger upgrade will include an extensive scouting system, capturing intermediate



trigger data from the tracking, calorimeter and muon systems, as well as the input and output of the
particle flow processors. Capturing the inputs to the Global Trigger (GT) at 40 MHz will enable detailed
diagnostics of the trigger system at large. It will be possible to detect anomalies in quasi-real-time in most
of the lower level systems by analysing the occupancy and characteristics of the various candidate objects
with an effectively unlimited amount of data. It will also be possible to try out novel GT algorithms,
as well as cross-check existing ones on a BX-by-BX basis. Additionally, multi-BX correlations will enable
detection and analysis of pre-/post-firing, and selection of cosmic ray muons to be used to test L1 tracking
efficiency. Although the Phase-2 BRIL [7] system is designed to provide redundant measurements of the
luminosity, independent of the L1 trigger, the ability of the scouting system to select and reconstruct specific
physics objects or processes without rate limitations or trigger bias, will allow cross-checks of the luminosity
measurements and simplify their comparison with those of other experiments.

2.1 Demonstrator System

The scouting demonstrator system contains both FPGA-based and standard software-based processing units.
Input data arrives from the GMT over eight 10 Gb/s optical links. The input board (Xilinx KCU1500 [g])
uses a pair of four-lane optical to electrical interfaces to receive the data and a KU-115 Xilinx FPGA to
perform data processing. The board decodes the GMT link protocol, aligns the eight links with respect to
each other, and performs zero suppression, reducing the data rate by a factor of twenty for the proton-proton
collisions [5]. The data are then buffered into FIFOs and sent from the board to the host (Dell R720) via
PCle Gen3 using the Xilinx DMA engine. In software, a fine-grained zero suppression is performed, reducing
data rate by another factor of eight. The data are buffered in a RAM disk, and sent to the network over 10
Gb Ethernet. The data then passes through a 10/40 Gb Ethernet switch, before being received by another
Dell R720 server with a RAM disk. Here the BZIP [9] algorithm compresses the data by a factor of two.
The data are then sent to an eight TB RAID disk for persistent storage. Data are subsequently transferred
for processing over an InfiniBand switched network to a distributed file system based on Lustre. About one
TB/day of compressed data was recorded during the last few days of proton-proton data taking in LHC
Run-2.

For LHC Run-3, starting in 2021, the scouting demonstrator will be extended to include data streams
from the Calorimeter Trigger and the Barrel Muon Track Finder (BMTF), requiring four aditional FPGA-
based boards. In addition to hardware enhancements, the firmware will be upgraded to include deep learning
refitting of the muon tracks, and other corrections applied with machine learning inference.
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Figure 1: The LHC Run 2 scouting demonstrator system architecture, consisting of two data processing
servers, one of which hosts an FPGA-based processing board, the Xilinx KCU1500 []].

3 Deep Learning for 40 MHz Scouting

The L1 trigger does not have access to the full resolution and granularity data from all CMS sub-detectors,
which are used to reconstruct accepted events offline. In order to reach a decision for each bunch-crossing
within the available latency of around 3 us, the L1 muon system uses data from the muon chambers only,



and the parameter resolution is optimized to achieve the best efficiency for interesting physics signals, at
the minimum total rate. In particular, the pr measurement in the L1 muon trigger is defined so that when
selecting muons with a measured pr greater than or equal to a certain threshold, the trigger condition is
90% efficient for muons with a true pr equal to the threshold value. The pr measurement of the L1 trigger
is therefore by definition not an estimate of the true pr and not suitable to be used directly for a physics
analysis. The objective of the following study is to use a DL algorithm to recalibrate the GMT muon
parameters for the best resolution, by training the NN using matching offline reconstructed muon tracks as
the target. To this end a DL model using as input the GMT muon parameters was trained on real data
collected during LHC Run-2, using a special L1 trigger known as ZeroBias. The ZeroBias trigger is a beam
bunch crossing-time trigger, without physics signal requirements, used to understand the underlying event
structure of collisions occurring at CMS. These triggers are operated with a large prescale, and therefore at
a much lower rate than is possible with L1 scouting. ZeroBias datasets (from 2017 and 2018) were used to
train the neural networks for L1 scouting so as to ensure an unbiased training sample. In the CMS coordinate
system, a muon can be described with a certain pseudorapidity 7, transverse momentum pr with respect to
the beam axis, and azimuthal angle ¢ with respect to the counterclockwise beam axis. The L1 muon tracks
generated by the L1 Barrel Muon Track Finder (BMTF) (a subsystem of the L1 muon trigger that feeds
muon track candidates from the barrel region of CMS to the GMT) are matched to the offline reconstructed
muons with a selection of AR? = d¢? + dn* < 0.01, as calculated at the second station of the barrel muon
detector. Additionally, only L1 muon candidates with 2.5 < pt < 45 GeV are used for training.

3.1 Baseline Model

An L1 trigger muon object is a 64 bit representation of a muon track [I0]. Bits are assigned to different
muon parameters, including ¢ and 7, both at the second muon station, and after extrapolation back to the
vertex, the pr from the track finder, and the muon charge. These parameters can be used as input to the DL
model. As the kinematics at the interaction vertex are the most relevant for physics analysis, the following
study uses the parameters of the muon extrapolated to the vertex as NN inputs.

The models were implemented using the Keras [I1] framework. The baseline model used is a multilayered
perceptron with the following characteristics:

e An input layer with four inputs, and an output layer with three outputs. Three hidden layers, with 32
nodes per layer.

e The model inputs are integer values from the L1 trigger muon objects: ¢, n, pr, and charge sign.
Before training and inference, the inputs are normalised to the range [0-1].

e The prediction targets are three floating point values, representing the difference between the L1 and
offline reconstructed ¢, n and pr. Before training, the target outputs are also normalised to the range
[0-1].

e The activation in the hidden layers is the rectified linear unit ReL U function, and linear in the output
layers.

¢ Batch normalisation (BN) [12] is used before each activation in the hidden layers.

e The learning rate optimizer is Adam [13], with the default parameters. The loss function is mean
squared error.

3.2 Evaluation Metrics

In order to determine if the NN approach successfully recalibrates the raw GMT values, the distribution of
differences between the GMT outputs and the offline reconstructed values is compared with the distribution
of differences between the neural network outputs and the offline reconstructed values. Three metrics are
used to compare model performance.



e The root mean square (RMS).

e The percentage of data in the distribution core. The distribution core is defined as + 8 mrad, 4+0.0015,
and + 1% around zero for A¢, An, and Apr/pr respectively.

e The percentage of data in the distribution tails. For ¢, the data are considered to be in the tail if the
absolute difference is more than 0.1 radians. For 7, the data are considered to be in the tail if the
absolute difference is more than 0.05. For pr, the data are considered to be in the tail if the absolute
difference is greater than 15% of the reconstructed pr.

3.3 Hyper-parameter Optimization

Hyper-parameters are parameters of the model that are not learned during training, but selected by hand.
In this study, an incremental approach is applied to optimize the choice of these parameters. A five-fold
cross validation was used with the following handles: the loss function, the optimizer, the regularization,
and the hidden and output layer activation functions.

Multiple loss functions were tested: mean squared error, mean squared logarithmic error, and logcosh.
A variety of learning rate optimizers were tested: Adam, SGD, Adadelta and Adagrad [14].

Regularization is a technique which prevents models from over-fitting by introducing a small penalty in
the training. This also improves training stability. L1 and L2 regularization functions [I5] were tested, with
parameters (107, 10”7 and 107).

The ReLU activation function was tested in the output layer, but it was unsuccessful in comparison to
a linear function. In the hidden layers softmax and ReLU activation functions were tested, with similar
results.

Id Loss function Optimizer Regularization Activation HL ~ Activation OL
A logcosh Adam none ReLU linear
B logcosh Adadelta none ReLU linear
C logcosh Adadelta L2 A=107 ReLLU linear
D logcosh Adadelta L2 A=10" ReLLU linear
E logcosh Adam L2 A\=10" ReLU linear
F logcosh Adam none softmax linear

Table 1: A description of a some of the most promising models that were tested. The activation functions
in the hidden layers (HL) and output layers (OL) are given, alongside the loss functions and optimizer of
choice for models labelled A-F.

RMS Data in the core [%)] Data in the tail [%]

Id Ag An Apt/pr: A An Apr/pr: A An Apr/prr
GMT  0.166 0.034 0.274 14.82 4.86 10.54 41.25 15.14 44.84

A 0.120 0.031 0.169 20.17 5.28 14.20 27.07 11.55 28.29

B 0.119 0.031 0.167 19.75 5.29 14.76 26.79 11.45 26.68

C 0.119 0.031 0.165 19.37 5.29 14.85 26.90 11.58 26.62

D 0.117 0.031 0.167 19.56 5.27 14.70 26.73 11.54 26.84

E 0.118 0.031 0.167 20.16 5.34 14.61 26.85 11.50 27.04

F 0.119 0.031 0.167 19.61 5.24 14.76 26.89 11.54 26.48

Table 2: The results of the model configurations described in Table |1} The A values refer to the difference
between the predicted ¢, n, or pr and the offline reconstructed values. The Apr distribution is divided by
the offline reconstructed pr (p1y). The best result for each metric is given in bold.



3.4 Deep Learning Results

The results of the models defined in Table [I] are shown in Table 2l It is observed that each of the models
provides an improved estimate of the muon parameters when compared to the raw, uncalibrated GMT
outputs. The results show reduced RMS of differences for the three output variables (¢, 1, pr). The
percentage of data in the core is increased, and the amount of data in the tails is reduced, however, the
difference between the results of each NN model shown in Tab. [ is small. No model demonstrates the
best performance across all metrics and output variables; for each metric a different set of hyper-parameters
produces the best performance. For example, considering the percentage of data in the distribution core,
the best performance for ¢ is shown by the model A, for 1 by the model E and for pr by model C. Similarly,
models D, B and F produce the least amount of data in the tails. Model B is used in the following analysis.

Figure [2|shows the distribution of differences between the model predictions and the offline reconstructed
measurements. As expected, the neural network outputs produce a narrower distribution around zero than
when using the raw GMT values directly.

4000

6000

§2] 8000, —— Global Muon Trigger] §2) —— Global Muon Trigger] §2) —— Global Muon Trigger]
c —— Neural Network c —— Neural Network < —— Neural Network
£ S S
i 6000~ o 3000- 4500~
4000 20001 3000
2000 1000 1500
0 1 . . J o . . . J o . . . N
-06 04 -02 0 02 04 06 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 -06 04 -02 0 02 04 06
Mg An Ap /p,

Figure 2: The difference between GMT and offline reconstructed values of ¢, 7, and pr (blue), compared to
the difference between the NN predictions and reconstructed values (red). GMT muons with a pr estimate
below 3 GeV are excluded because a high fraction of poorly reconstructed muon candidates were found
between 2.5 and 3 GeV. While the 7 coordinate does not require much re-calibration (in the barrel 7 is
almost constant with radius), one can see that the NN is able to estimate the ¢ at the vertex of the track
with more precision than the limited granularity of the GMT look-up tables, partially because it can better
account for changes in the radius of curvature due to energy losses in lower pr muons. This is because the
network learns that for a given ¢, n, and pr there is a certain average energy loss, which can be accounted
for when extrapolating to the vertex.

To evaluate the performance of this DL approach in the context of muon pairs, the MuOnia dataset from
2018 was used. This dataset consists of HLT selected events containing opposite-charge muon pairs and can
therefore be used to produce an invariant mass distribution that includes a series of narrow resonances. As
shown in Figure [3] the invariant mass distribution in the range 0 < mj,, < 20 GeV is calculated using three
different sets of values: GMT outputs, the NN outputs, and the offline reconstructed values. Vertical lines
in this plot correspond to known particles decaying to a muon pair; the ¢, J/¢, and T meson, with ground
state masses of 1.02, 3.09 and 9.46 GeV respectively. The NN demonstrates a better resolution than if the
raw GMT values are used. Although the neural network result is unable to distinguish resonances within a
particle family, the peaks are narrower and closer to the true resonances than when constructed with raw
GMT values; additionally a bump can be observed around the J/¢ meson resonance, which is not present
in the raw GMT distribution.

3.5 Deep Learning in FPGA Hardware

The scouting system requires that the DL models be implemented in firmware in an FPGA. The high
bandwidth required excludes the use of CPUs or GPUs. Implementing deep learning algorithms using
hardware description languages such as VHDL or Verilog is a challenging and time-consuming task. Even
though a custom firmware implementation may achieve the best performance in terms of FPGA resource
utilisation, it is not as flexible and adaptable as alternative solutions. While CMS is investigating the use
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Figure 3: Invariant mass distribution of muon pairs, produced by the CMS MuOnia 2018 dataset. Vertical
lines correspond to the ground states of the ¢, J/¢, and T meson mass resonances.

of high level synthesis languages to create firmware implementations of ML algorithms [16], we instead use
a proprietary compiler to translate Python models into instructions for FPGA-based hardware, the Micron
Deep Learning Accelerator (MDLA) [I7].

The hardware used for the implementation of the developed deep learning models are the Micron SB-
852 and Micron AC-510 FPGA-based processing boards [I8, 19]. The SB-852 contains the Xilinx Virtex
Ultrascale+ VU9P FPGA [20], 64GB DDR4 memory, two pairs of four-lane optical link interfaces and a
PCle x16 Gen3 connector to the host. The board is installed in a rack mounted dual-CPU server for testing
purposes. The MDLA allows access to the board from the host using a Python API, providing an easy way
to evaluate a variety of deep learning models on the FPGA-based board. The implementation is hidden from
the user, eliminating any need to write low level code or firmware. The development process starts with
model training in one of the software frameworks such as Keras [I1] or TensorFlow [2I]. Then, the models
are converted to the Open Neural Network Exchange (ONNX) [22] format. After the conversion, the MDLA
APT is used to communicate with the board, in order to set up the model execution in the FPGA[23] [24].
During development, measurements of latency and throughput are made to evaluate inference performance.

In order to keep up with the incoming data, a throughput of 10° inferences per second is required per L1
scouting board. As shown in Table[3] the performance achieved using the MDLA satisfies these requirements.
Using two computational clusters instantiated within a single AC-510 board, the requirements are exceeded
by almost a factor of three. With the expected future upgrades of the MDLA hardware and software, an
increase in performance is expected. The results obtained should allow for the inclusion of the SB-852
hardware in the scouting system, potentially replacing the KCU1500 board.

Hardware Clusters Latency [ns] Inferences per second

AC-510 1 726 > 1 300 400
AC-510 2 364 > 2 700 000
SB-852 1 748 > 1 300 000

Table 3: Scouting neural network (Model B) performance on the MDLA, with the AC-510 and SB-852
FPGA-based boards.



4 Summary and Outlook

Recalibrating L1 muon objects using deep learning models shows potential for further use within the CMS
L1 scouting system. It has been established that the use of deep learning models can achieve a re-calibration
of L1 muon parameters to make them suitable for determining the invariant mass of pairs of muons. The
deep learning models are implemented in FPGA-based hardware, and the measured throughput and latency
fit into the CMS scouting requirements. The MDLA will now be integrated into the scouting system for
LHC Run-3 and in the future new models will be developed to take advantage of additional inputs to the
L1 scouting system.
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