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About me:
I’m Kartheik Iyer, 
 (pronounced car-thick eye-ear) 
a Dunlap Postdoctoral Fellow at the Dunlap Institute & University of Toronto

I develop tools to interpret observations of distant galaxies,
e.g., the Dense Basis SED fitting & SFH reconstruction package
(Iyer et al. 2019, dense-basis.readthedocs.io/ 
github.com/kartheikiyer/dense_basis)

Broadly, I am interested in 
- Galaxy evolution (specifically stochasticity/timescales)
- Reconstructing galaxy star formation histories
- ML applied to astrophysics problems
- Astrostatistics, low S/N problems and Gaussian processes
- Teaching, Mentoring & Physics/Astronomy Outreach

https://dense-basis.readthedocs.io/
https://github.com/kartheikiyer/dense_basis


Kartheik Iyer | Where the Earth Meets the Sky (2021)

About me:
I’m Kartheik Iyer, 
 (pronounced car-thick eye-ear) 
a Dunlap Postdoctoral Fellow at the Dunlap Institute & University of Toronto

I develop tools to interpret observations of distant galaxies,
e.g., the Dense Basis SED fitting & SFH reconstruction package
(Iyer et al. 2019, dense-basis.readthedocs.io/ 
github.com/kartheikiyer/dense_basis)

Broadly, I am interested in 
- Galaxy evolution (specifically stochasticity/timescales)
- Reconstructing galaxy star formation histories
- ML applied to astrophysics problems
- Low S/N problems and Gaussian processes
- Teaching, Mentoring & Physics/Astronomy Outreach

Figure: Timescales in galaxy evolution (Iyer et al. 2020)

https://dense-basis.readthedocs.io/
https://github.com/kartheikiyer/dense_basis
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chaotic_neural: the status quo
In astronomy, searching for literature has many avenues:

- the SAO/NASA Astrophysics Data System (ADS): 
https://ui.adsabs.harvard.edu/ 
(has a whole bunch of visualisation and other tools!)
- the arxiv.org preprint server: 
https://arxiv.org/ 
- google scholar: 
https://scholar.google.com/ 
(recommendations based on what you add to your favourites)
- arxivsorter: 
https://arxivsorter.org/papers/new 
(FoF sorter for ArXiv papers)
- peer/community recommendations: 
e.g. journal clubs, group meetings, benty-fields etc.

Figure: ADS author network figure for the query ‘galaxy 
evolution’ [link; built using 1000 most recent papers]

https://ui.adsabs.harvard.edu/
https://arxiv.org/
https://scholar.google.com/
https://arxivsorter.org/papers/new
https://www.benty-fields.com/daily_arXiv
https://ui.adsabs.harvard.edu/search/q=galaxy%20evolution&sort=date%20desc%2C%20bibcode%20desc/author-network
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Figure: Arxivsorter map showing astrophysics paper distribution 
[link; Credits: Manuchehr Taghizadeh-Popp & Brice Ménard]

chaotic_neural: the status quo (contd.)

In astronomy, searching for literature has many avenues:

- the SAO/NASA Astrophysics Data System (ADS): 
https://ui.adsabs.harvard.edu/ 
(has a whole bunch of visualisation and other tools!)
- the arxiv.org preprint server: 
https://arxiv.org/ 
- google scholar: 
https://scholar.google.com/ 
(recommendations based on what you add to your favourites)
- arxivsorter: 
https://arxivsorter.org/papers/new 
(FoF sorter for ArXiv papers)
- peer/community recommendations: 
e.g. journal clubs, group meetings, benty-fields etc.

https://www.arxivsorter.org/papermapper?section_name=astro-ph
https://ui.adsabs.harvard.edu/
https://arxiv.org/
https://scholar.google.com/
https://arxivsorter.org/papers/new
https://www.benty-fields.com/daily_arXiv
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chaotic_neural: the need for a better model
However, there remain a number of issues:

- large volume of new literature / day
(makes it difficult to keep up with emerging trends & recent work)

- specialized jargon
(makes it difficult to find and search for the right keywords)
(e.g. SFR-M* correlation, Star-Forming Sequence (SFS) and Star-Formation Main Sequence (SFMS) all 
refer to the same observed correlation between the stellar masses and star formation rates of galaxies)

- in-group bias toward referencing & citing papers
(makes it difficult to find papers outside your collaboration network)

- meta-analysis is difficult
(contradictory results for similar phenomena are often the result of differing 
methodology, data reduction, sample size, or sample-selection in datasets)
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chaotic_neural: context-aware literature searches
A potential solution:

- (train an ML method to) search for and classify papers by context. 
   & find similar papers based off a starting paper (or a list of keywords).

- many possible methods exist (transformers, VAEs, etc.)
   as well as many metrics (continuous bag-of-words, skip-gram
   latent dirichlet allocation, etc.)

- trying something interesting here: Doc2Vec (Le & Mikilov 2014; gensim in python)
   generalization of earlier word2vec algorithm

Train a network to learn a mapping:
paper abstract -> vector in high-dim space
in a way that encodes context

- use learned feature vectors corresponding to paper abstracts for all kinds of things!
(e.g. discoveries in material science - see abstract above & corresponding mat2vec git repo)

https://cs.stanford.edu/~quocle/paragraph_vector.pdf
https://radimrehurek.com/gensim/
https://github.com/materialsintelligence/mat2vec
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(this is very much an emerging field)
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chaotic_neural: let’s get to it!

Github repo:
https://github.com/kartheikiyer/chaotic_neural/

Documentation:
https://chaotic-neural.readthedocs.io/en/latest/

Conference notebook (google colab):
http://bit.ly/chaotic_neural_workbook

Interested in contributing?
email: kartheik.iyer@dunlap.utoronto.ca 

https://github.com/kartheikiyer/chaotic_neural/
https://chaotic-neural.readthedocs.io/en/latest/
http://bit.ly/chaotic_neural_workbook
mailto:kartheik.iyer@dunlap.utoronto.ca

