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Empowering Transformational Science
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(there are lots of links In this presentation! click away!)


https://twitter.com/chellegentemann?lang=en
https://github.com/rabernat
https://twitter.com/_aimeeb

What Drives Progress In Earth System Science?

New ldeas / New Observations

Hypotheses

New Simulations



What impacts the velocity of progress?
Data, Software, & Gompute

Data: time to find, access, clean, & format data for analysis
Software: what tools are easily available”
Compute: access to compute == speed of results

80% 10% 10%

Data Preparation Batch Think about
(download, clean, & organize files) Processing | Science




Traditional methods of data access
cannot leverage large volumes of aata




Data, Software, Gompute
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https://earthdata.nasa.gov/eosdis/cloud-evolution


https://console.cloud.google.com/marketplace/details/noaa-public/cmip6
https://registry.opendata.aws/mur/
https://azure.microsoft.com/en-us/services/open-datasets/catalog/goes-16/

Analytics Optimized Data Store (AODS)

a few examples of
AODS formats

Current method -

NetCDF files - organized into ‘reasonable’ data sizes per file, usually by orbit, granule, or day.
Filename has information albout date, sensor, version. Reading usually involved calculating the
flename, opening, reading, processing, closing.

Analytics Optimized Data Store (one example of many different formats)

Zarr - makes large datasets easily accessible to distributed computing. Original data is stored
iN directories each having chunked data corresponding to dataset dimensions. Metadata is read
by zarr libraries to read only the chunks necessary to complete a sulbsetting request.

Technology advances -

Lazy loading - also known as asynchronous loading - defer initialization of an object until the
point at which it Is needed. Developed for webpages. Delays reading data until needed for
compute.

Advanced OSS libraries:

Xarray - library for analyzing multi-dimensional arrays, lazy loading.

Dask - able to break a large computational problems into a network of smaller problems for
distribution across multiple processors

Intake - lightweight set of tools for loading and sharing data in data science projects




What does a data store look like?
NElGDF Larr

Organized so that gach file can fit into RAM, organization and format invisible to user,
usually by day, orbit, or granules data accessed by metadata




My version of
lazy loading
[] before | knew

python - on
bedrest,
pregnant with

Modern software tools use lazy loading twins
to access large datasets

Reading in netCDF data: 13 minutes (depends on computer)
1 - user creates list of filenames
2 - access dataset by reading the metadata distributed through files

Reading in Zarr data: 0.1 seconds (metadata consolidated)
1 - access dataset by reading the consolidated metadata

STOP ----—---emm- THIS IS DIFFERENT ------ccmmmmmmma--

« 1 line of code to access a 32-year, global, 25km dataset
1 line of code to select a region, calculate mean, & plot time series

in LESS than 1 minute

https://nbviewer.jupyter.org/github/cgentemann/Biophysical/blob/master/Test CCMP_zarr simple version.ipynb



https://nbviewer.jupyter.org/github/cgentemann/Biophysical/blob/master/Test_CCMP_zarr_simple_version.ipynb
https://drive.google.com/open?id=1KBTFh1OCfT5w8gurVtp4ocBWfxTmEbpp

Data, Software, Gompute
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Inspiration: Stephan Hoyer, Jake Vanderplas (SciPy 2015)




Intake

500T1B

Intake catalogues can significantly reduce friction (or barriers
to entry) caused by figuring out how to access data stores

A powerful way to provide access for non-experts
Maintains all metadata

Users can easily build OSS libraries to harmonize data

@JuliusBusecke

https://qithub.com/pangeo-gallery/osm2020tutorial



https://pypi.org/project/intake/
https://github.com/jbusecke/cmip6_preprocessing
https://twitter.com/JuliusBusecke
https://twitter.com/JuliusBusecke/status/1247572357495078916
https://github.com/pangeo-gallery/osm2020tutorial

xarra " (@xarray_dev

Xarray introduces labels in the form of dimensions,
coordinates and attributes on top of raw NumPy-like
multidimensional arrays, which allows for a more intuitive,
more concise, and less error-prone developer experience.

Coding with coordinates == CLARITY

Make a timeseries:
data.sel(latitude=10,longitude=0,method="nearest’).plot()

Regrid data for multivariate analysis:

data_regrid = data.interp_like(other_data) https://github.com/pangeo-gallery/osm2020tutorial



https://github.com/pangeo-gallery/osm2020tutorial
http://xarray.pydata.org/en/stable/
https://numfocus.org/
https://twitter.com/xarray_dev
https://pangeo.io/

naSK (@dask_dev

https://qithub.com/pangeo-gallery/osm2020tutorial

Dask is a flexible library for parallel computing in
Python.

Xarray integrates with Dask to support parallel
computations and streaming computation on
datasets that don't fit into memory. When you
are using Xarray, you are likely using Dask
without even realizing It.

The Pangeo binder and jupyterhub use Dask
Gateway to manage access to the Dask clusters
& Kubernetes.

Cluster performance visualization using the Dask
viewers: memory use, profile, CPU, etc.


https://github.com/pangeo-gallery/osm2020tutorial
https://dask.org/
https://medium.com/pangeo/pangeo-with-dask-gateway-4b638825f105
https://medium.com/pangeo/pangeo-with-dask-gateway-4b638825f105
https://numfocus.org/
https://twitter.com/dask_dev/status/1256249230542372864
https://pangeo.io/

Data, Software, Gompute

Analytics Optimized Data
Store (AODS)

Scalable Parallel
Computing Frameworks

Data Provider’s Data Consumer’s

$ $


https://www.youtube.com/watch?v=7Nn7NZI_LN4

Agency driven solutions



https://earthdata.nasa.gov/esds/maap
https://www.sentinel-hub.com/
http://terradue.github.io/doc-tep-geohazards/community-guide/cloud/esa_toolbox.html

Grass-Roots Solutions



https://twitter.com/edougherty_/status/1184176853239484416

Pangeo Architecture

Jupvter for interactive data
@pangeo data Cloud / HPC analysis on remote systems

“Analytics Optimized
Data Stores”™
stored on
globally-available
distributed storage.

Distributed storage

Xarray provides data structures
and intuitive interface for
interacting with datasets

Parallel computing system allows users
deploy clusters of compute nodes for
data processing.

Dask tells the nodes what to do.



http://pangeo.io
https://jupyter.org/
http://xarray.pydata.org/en/stable/
https://dask.org/
https://pangeo.io/
https://twitter.com/pangeo_data?lang=en

How can data providers reduce barriers?

Reimagine how cloud data access and tools can enable
transformational science

Publish

cloud-optimized data Interactive
tutorials

Increase user interactions/feedback

Contribute to OSS tools


https://geoawesomeness.com/descartes-labs-raises-30-million-create-data-refinery-physical-world/
http://gallery.pangeo.io/
https://github.com/jbusecke/cmip6_preprocessing
https://twitter.com/JuliusBusecke
https://stackoverflow.com/questions/1024427/how-to-get-the-current-observation-data-from-the-ndfd-noaa-nws-rest-service

How does minimizing barriers to data
change science?

Levels the playing
field for all who
want to contribute



https://twitter.com/ChelleGentemann/status/1234226434970832896

Impacts: Reduce Time to Science

Traditional Project Timeline
80% 10% 10%

Data Preparation Batch Think about
(download, clean, & organize files) Processing | science

Cloud-based Project Timeline

5% 5% 0]
Load Parallel 90 /0

AODS Processing Think about science




Impacts: Reproducibility

Reproducibility in data-driven science requires more than just code!

Traditional Project Code

step 1: open data (stored on local hard drive)
>>> data = open_data(“/path/to/private/files”)
Error: files not found

Cloud-based Project Code

step 1: open data (globally accessible)

>>> data = open_data(“http://catalog.pangeo.io/path/to/dataset”)
step 2: process data

>>> process(data)




What impacts the velocity of progress?
Data, Software, & Gompute

Open source science
Thank you!

STOP ---------o--- THIS IS DIFFERENT ---------cemmmaea-
. 1 line of code to read Iin entire 32 year global 25km dataset

1 line of code to select a region, calculate & plot a mean time series
in LESS than 1 minute



https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/https://numfocus.org/
https://pangeo.io/
https://discourse.pangeo.io/
https://discourse.pangeo.io/
https://www.youtube.com/watch?v=7Nn7NZI_LN4
https://twitter.com/ChelleGentemann/status/1234226434970832896

