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Abstract: Surgical tool detection is a key component for analysing surgical workflow and operative activities. The power of 

deep learning approaches has been widely investigated for processing and recognising the content of laparoscopic images. 

However, proposed methods, so far, were trained and evaluated using data acquired from a single source. In this work, we 

evaluate the performance of a convolutional neural network (CNN) model to detect surgical tools in images obtained from 

different sources. The evaluation results show a drop in the model performance when the evaluation set and training set are 

not from the same source.  
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I. Introduction 
The evolution of advanced medical technologies has 

promoted active research to integrate data and extract 

prerequisite knowledge for cognitive understanding of 

computer-assisted interventions (CAIs). In light of the 

progressing research, the future of operating rooms has 

been envisaged as an advanced cooperative surgical 

environment [1]. Surgical workflow recognition is an 

essential step in this direction. 

Surgical tool detection is a key component to recognise 

surgical workflow and analyse surgical activities. 

Convolutional neural networks (CNNs) were widely 

employed for detecting surgical tools in laparoscopic 

images, as the CAIs have eased acquiring video signal of 

laparoscopic interventions. Twinanda et al. adapted the 

AlexNet model to learn visual features for recognising 

surgical tools and phases [2]. However, the imbalanced 

distribution of tools has a negative impact on training the 

model. This problem was tackled in [3] using resampling 

technique and loss-sensitive learning. Some other works 

proposed to leverage temporal dependencies across 

neighbouring frames. Chen et al. built a 3D CNN model to 

learn features across short video clips [4]. CNN and LSTM 

were employed to encode spatio-temporal information 

across video clips [5] and the entire video [6, 7]. 

Although abundant approaches have been proposed for 

surgical tool detection, performance robustness on different 

datasets has not been investigated yet. However, a drop in 

the CNN performance for tool segmentation (different but 

related task) was reported in [8] when a CNN model tested 

on data acquired from a different site.  

In this work, we evaluate the generalisation ability of a 

CNN model, namely VGG-16 [9], on images from different 

datasets for the surgical tool detection task. After training 

the model on a dataset, the classification performance was 

evaluated on a different dataset recorded at another hospital 

and contained a different type of procedure. Another 

experiment was conducted to investigate if the size of 

training data can affect detection performance on data 

obtained from another source.   

II. Material and methods 

II.I. Datasets 
Two datasets recorded at different hospitals were used in 

this work. Each of the two datasets contains multiple videos 

of one procedure type. The first dataset is Cholec80 which 

consists of 80 videos of cholecystectomy procedures. It also 

includes labels of surgical tools at rate of 1 frame per 

second (fps). The second dataset, termed Gyna05, consists 

of 5 videos of gynaecologic procedures. The videos were 

labelled for surgical tools at a rate of 1 fps. The surgical 

tools differ in the datasets. Nevertheless, four surgical tools 

appear in both datasets. These tools, termed as target tools, 

are grasper, scissors, irrigator and bag. 

II.II. CNN-model 
The VGG-16 model was initially pre-trained on ImageNet 

dataset. Then, it was adapted to classify target tools. The 

last layer of the model was replaced by another fully-

connected layer with 4 nodes. This modification in the 

model architecture is similar to Twinanda adaptation of 

AlexNet model [2]. Datasets have imbalanced distribution 

of surgical tools. To reduce the effect of imbalanced data 

on model training, loss-sensitive learning approach was 

employed as in [3]. Losses of the target tools were weighted 

as following: 

                           𝑤𝑡 =
𝐶𝑙𝑎𝑠𝑠𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦

𝐶𝑙𝑎𝑠𝑠𝑡
                                (1) 

where 𝑤𝑡  is weight for tool t,  𝐶𝑙𝑎𝑠𝑠𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦  is the number 

of majority class samples and 𝐶𝑙𝑎𝑠𝑠𝑡  is the number of tool 
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t samples. The loss of tool t was computed using the binary 

cross-entropy function. 

Two experiments were conducted in this study. In the first 

experiment, 40 videos of Cholec80 were used for training 

the model. In the second experiment, more data, namely 75 

videos of Cholec80, were used for training. Gyna05 dataset 

was used as an evaluation set in both experiments. For 

comparison purpose, the model was also evaluated on the 

remaining data of Cholec80 in each experiment. 

III. Results and discussion 
This work evaluates the performance of a CNN model to 

classify surgical tools in datasets containing procedures of 

different types and recorded at different surgical sites. The 

VGG-16 model was used as an example case in this study. 

The experimental results show good classification 

performance on images from the same dataset used for 

training the model. On the other hand, classification 

performance, as shown in Fig. 1, dropped when the model 

evaluated on a different dataset. Increasing the size of 

training data did not improve the classification 

performance on Gyna05 dataset, as shown in Fig. 2. 

Nevertheless, the model has a high classification 

performance for grasper in Cholec80 and Gyna05. This 

indicates that the model is well trained and generalised for 

the grasper. This is due to the fact that grasper is used in 

almost the entire procedure and therefore it appears in the 

majority of video frames. On the other hand, the scissors, 

which are used for a short time to perform specific surgical 

activities, appear in a few frames. Thus, the training data 

was not enough to learn general features for the scissors, as 

it is failed to be classified in Gyna05 dataset. Although 

detection performance for the scissors is improved using 

the loss-sensitive approach on Cholec80 [3], this approach 

did not help with the generalisation issues of the model.  

The irrigators used in both datasets had a similar visual 

appearance. However, one of the trocars that appeared in 

Gyna05, has a similar appearance to the irrigator. For this 

reason, the model misclassified images showing this trocar 

as an irrigator.  

 

Figure 1: Results of the 1st experiment. It shows average 

precision (AP) of the target tools on the last 40 videos of 

Cholec80 and on Gyna05 dataset. 

To develop any intra-operative system based on surgical 

tool detection, it is a necessity to identify the tools 

accurately in different surgical sites and types. Therefore, 

more investigations are required to discover possible 

directions to improve generalization across different 

datasets. Future work would examine training the model on 

a mixture of data acquired from many sources and explore 

the impact on model generalisation.  

 

Figure 2: Result of the 2nd experiment. It shows AP of the target 

tools on the last 5 videos of Cholec80 and on Gyna05 dataset. 

IV. Conclusions 
In this paper, we evaluate the performance of a CNN model 
to detect surgical tools in images acquired from different 
sources. The model was not able to generalise for under-
presented tools e.g. scissors, despite the good generalisation 
capability achieved for over-presented tools.         
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