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 Computer Vision (CV) is a study field that is responsible for developing 

techniques to perform tasks that the human visual system can do. Object 

detection is a technique used for detecting objects in videos and images. The 

research aims at detecting objects for indoor environment such as offices or 

rooms in different conditions of lighting by using YOLOv3 and generating a 

voice message for each detected object. YOLOv3 outperforms the other deep 

learning algorithms such as CNN because it looks at the entire image by 

predicting the bounding boxes using Convolutional Neural Network and 

finding class probabilities for these bounding boxes. However, CNN does 

not look at the image completely; it splits the image into regions that 

sequentially enter the neural network for performing the object detection 

and recognition process. This makes YOLOv3 faster than other deep 

learning algorithms. Open-source Computer Vision (OpenCV) was used for 

capturing the video frames. Then YOLOv3 was used to detect the objects in 

each frame and determine their location. Finally, the sound in the Arabic 

language was generated for the detected objects. The proposed method can 

detect six objects with an accuracy of 99% in the overall performance. 
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Introduction 

 

Computer vision (CV) is a technology that uses machines for processing and understanding videos and photos. 

There are many tasks that belong to Computer Vision; one of the main tasks is object detection. Object detection 

is a technique that is used for detecting the objects in videos and images [1, 2, 3]. Object detection has many 

applications such as the applications that assist blind and visually impaired people in recognizing the objects in 

their environment, self-driving cars, car plate detection, face detection and automated parking systems [4, 5]. 

There are many algorithms used for performing object detection such as YOLO, CNN, R-CNN, etc. [6]. The 

proposed algorithm is YOLOv3, which is a fast and accurate method for object detection.YOLOv3 consists of 

Convolution Neural Network (CNN) and an algorithm for processing outputs from neural networks [7]. The 

Convolution neural network (CNN) is a Deep Neural Network which is similar to the human visual cortex. CNN 

has one input layer, two or more hidden layers, and one output layer. The input layer is the first layer in CNN 

through which the image enters the neural network. The number of neurons in the input layer is equal to the 

number of features. The hidden layer is consisted of convolution, activation, pooling, and fully connected layers. 

CNN has at least one convolution layer that computes a dot product between the connected region in the input 

and the weights for producing a feature map. The activation layer (ReLU activation function) is used with the 

convolution layer to accelerate the training process by removing the negative values. The result of the activation 

layer is then downsampled (pooled) by using the pooling layer for simplifying the feature map. The output of 

these layers is connected using a fully connected layer. The fully connected layer is a one dimensional layer 

having all the labels to be classified, and the score for each label of classification is produced by this layer. The 

output layer is the last layer of CNN where the number of classes is equal to the number of neurons of this layer 

[8, 9, 10, 11]. Figure 1 explains the structure of Convolution Neural Network [11]. 
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Figure 1. The structure of CNN[11] 

 

The remaining of this paper is organized as follows: Section 2 gives some brief background of the research 

efforts related to the proposed method. Section 3 describes the proposed object detection and recognition system. 

Section 4 explains the training process for the Deep Neural Network. The experimental results and discussions 

of the proposed method are presented in Section 5. Finally, the conclusions are given in Section 6. 

Literature review 

Many research attempts have been made for object detection and recognition by using deep learning algorithms 

such as CNN, RCNN, YOLO, etc. To understand some of these algorithms, a literature review is conducted in 

this research [14].  

Aleksa Ćorović, et al. (2018) implemented a system for detecting the traffic participants using YOLOv3 and 

Berkley Deep Drive dataset. The number of object classes which can be detected by this system is five (truck, 

car, traffic signs, pedestrian and lights) in different conditions of the driving (snow, overcast and bright sky, fog, 

and night). The accuracy was 63% [7].  

Rohini Bharti, et al. (2019) implemented smart glasses to help visually impaired people. CNN with Tensorflow, 

custom Dataset, OpenCV, and Raspberry Pi were used to implement this system. Sixteen classes can be detected 

by this system. The system achieves an accuracy of 90% [15].  

Omkar Masurekar, et al. (2020) created a model for object detection to help visually impaired people. YOLOv3 

and Custom dataset that consists of three classes (bottle, bus and mobile) were used. Google Text To Speech 

(gtts) was used for sound generation. The authors found that the required time for detecting the objects in each 

frame was eight seconds and the achieved accuracy was 98% [16].  

Sunit Vaidya, et al. (2020) implemented a web application and an android application for object detection. 

YOLOv3 and coco dataset were used in these systems. The authors found that the maximum accuracy in web 

applications is 89 % and 85.5% in mobile phones. The required time for detecting the objects was two seconds 

and this time increased by increasing the number of objects [17].  

Shifa Shaikh, et al. (2020) used Raspberry Pi, YOLOv3, and coco dataset to implement a system for object 

detection. The accuracy was 100% (for a chair, person, cell phone and clock) and 95% on the overall 

performance [18].  

A. S. Mahmoud,  et al. (2020) implemented a model for object detection in optical remote sensing images. Mask 

RCNN and NWPU-VHR-10 dataset were used. The model can detect ten types of objects. The highest accuracy 

was 95% and the required time for detection was 7.1 seconds [19]. 

Deep learning algorithms are used for implementing other types of applications such as monitoring systems, 

sign language translation, etc.     

Azher Atallah, et al. (2020) created a system for sign language translation. CNN with Tensorflow and custom 

dataset were used. This system converted the sign language into voice. The system can recognize 40 hand 

gestures. The accuracy of this system was 98% [20].  

E. K. Elsayed, et al. (2021) created a semantic translation system for dynamic hand gestures.  Three-dimensional 

CNN followed by convolutional long short-term memory for improving the recognition accuracy were used. 

Three datasets were used, the first dataset was LSA64, LSA was the second dataset and the third one was a 

custom dataset, which contains 11 dynamic Arabic gestures. The recognition accuracy was 97.4% [21].  

Abdulwahab A. Abdulhussein, et al. (2020) implemented a Hand Gesture Recognition system using CNN and 

the Custom dataset. Twenty-four letters were recognized by this system and the accuracy was 99.3% [22].  

Sajidah S. Mahmood, et al. (2020) implemented a monitoring system for detecting and classifying moving 

vehicles in a video using CNN and the Custom dataset. The author found that the accuracy was 92% [23].  
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I. A. M. Zin, et al. (2020) created an application for herbal plant recognition using CNN with the Custom 

dataset. The system can recognize twelve types of plants with an accuracy of 99% [24].  

M. Anandhalli, et al. (2021) implemented a model for vehicle detection and tracking using CNN with the 

Tensorflow and Custom dataset. The accuracy of this model was 90.88% [25].  

A. A. Naufal, et al. (2020) developed a smart parking system. Mask RCNN was used to detect the parking 

space. Moreover, mAlexNet was used to determine if the parking space is empty or not.  Two datasets were 

used, the first dataset contains images of the parking area and the other dataset contains videos from a CCTV 

record to detect parking space availability in the parking area. The first dataset was CNRPark, which was used 

for detecting the parking space. The IOU for marking the parking positions using Mask RCNN was 85.80% 

while the accuracy for parking space availability using mAlexNet was 73.73% [26]. 

R. F. Rachmadi, et al. (2020) implemented a model for kinship verification depending on faces‟ images. Family-

aware CNN and the FIW (Families In the Wild) dataset were used.  The accuracy of this model was 68.84% 

[27]. 

R. Parmar, et al. (2017) created a model for detecting diabetic retinopathy from retinal images using CNN with 

the Custom dataset. The accuracy of this model was 85% [28]. 

Our proposed system uses YOLOv3 with the Custom dataset. It produces a high accuracy, which is 99%, for 

object detection and recognition. 

The Proposed Method 

In this paper, a proposed object detection and recognition system is presented. The proposed system uses You 

Only Look Once (YOLOv3) based on the Custom dataset for detecting and recognizing the objects in the indoor 

environment such as offices or rooms. OpenCV library is used for capturing and processing the images. 

YOLOv3 detects and recognizes the objects in each image. In addition, the Playsound library is used for playing 

the sound to tell the user about the objects in each frame with their locations (Center, Left, or Right). The 

proposed system is implemented on a personal computer with the Python programming language. Figure 2 

shows the steps of the proposed object detection and recognition system. 

         The following steps are employed for detecting and recognizing the objects by using the proposed system: 

Step 1: OpenCV library was used to operate the webcam for the purpose of capturing the frames (images). 

Step 2: OpenCV was used to resize each frame (image) to 416x416. 

Step 3:  If there are objects in the frame, YOLOv3 will detect and recognize these objects depending on the 

weight file. However, if the frame has no objects, then the next frame is selected. The weight file is generated 

from the training process. 

Step 4: When YOLOv3 detect and recognize the objects, their locations are calculated depending on the width 

of the frame and the center point of these objects. 

Step 5: Playsound library is used to play the sound from sounds dataset, to allow the user to know about the 

objects that are found in the frame with their locations (Right, Center or Left). 
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Figure 2. The proposed system„s flowchart 

OpenCV 

OpenCV which means Open source Computer Vision is a library that is used for image processing. Image 

processing is a type of signal processing in which an image is the input and the output is also an image or set of 

characteristics related to the image. OpenCV was started as a research project by Intel. It combinesdifferent 

tools to solve the problems of computer vision. [29]. 

You Only Look Once (YOLOv3) 

YOLOv3 consists of Convolution neural network (CNN) and an algorithm for processing outputs from the 

network [7]. YOLOv3 is a real-time, multi-object detection and fast method. YOLOv3 outperforms the other 

algorithms because of itshigh processing. YOLOv3 applies a single CNN to an entire image, divides the image 

into S x S grid, predicts the bounding boxes, and finds the probabilities for these boxes [13]. YOLOv3 is 

consisted of 106 layers.The objects can be detected at 3 different scales (small, medium, and large). Figure3 

shows the layers of YOLOv3. 

 
Figure 3. YOLOv3 

The YOLOv3 algorithm works as follows:  

• YOLOv3 takes the image (frame) from the camera and analyzes this frame for detecting and recognizing the 

objects. Then, it divides the entire frame into S x S grids. Each grid may have single or multiple objects. These 

objects are to be bounded by a bounding box within each grid. So, there may be B bounding boxes for each grid. 

•  A confidence score is given (40% or above) depending on which bounding boxes are predicted against the 

probability of C classes. The predictions with an invalid confidence score are not projected.  
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• There are five values: x, y, w, h, and confidence for each boundary box prediction. The center of the box is 

represented by (x, y). w represents the width of the box and h represents the height. The x, y, w, and h are 

between [0, 1]. There are six class probabilities for each cell but only one class probability is predicted per cell. 

The final prediction is of the form S * S * (B * 5 + C). Only one object can be detected per cell of the grid.  

• Only one object can be detected by a grid cell. Therefore, YOLOv3 uses an anchor box to detect multiple 

objects. Consider the image in Figure 4. In this image, the midpoints of the human and the car are in the same 

grid cell. Therefore, an anchor box was used. The purple color grid cells denote the two anchor boxes for those 

objects. Any number of anchor boxes can be used to detect multiple objects in a single image. In this image, two 

anchor boxes are used [16]. 

 

 
Figure 4. Anchor Boxes 

 

• If the same object is included in two or more grid cells, then the center point of the object is determined and the 

grid that has the center point of the object is selected. Multiple bounding boxes are generated around the objects; 

there are two methods that can be used to solve this problem. These methods are Intersection over Union (IoU) 

and Non-Max Suppression (NMS). In the IoU method, when the value of intersection over union is equal to or 

more than a threshold value then the prediction is good. By increasing the threshold value, the accuracy will be 

increased [16]. In the Non-Max Suppression, the boxes that have a high probability are taken and the boxes with 

a high IoU are suppressed. Repeat this process until a box is selected and consider that as the bounding box for 

that object [6]. 

 

Determining the Locations of Objects 

After applying the NMS method, there is one bounding box for each detected object in the image.  Each 

bounding box has five values x, y, w, h, and confidence. (x,y) is the center point of the bounding box. The 

416x416 image has a width of 416. Depending on the width of the image and the center point of the bounding 

box, the location of the object can be determined if it is Right, Center or Left. 

 

Custom Dataset (Images Dataset) 
For training the deep learning model, a lot images data are required [30]. The prepared dataset of the proposed 

system is consisting of 180 labeled images for six objects (Table, Person, TV, Bottle, Chair and Laptop). There 

are 30 images for each object. These images have different sizes and they are in the .jpg format. Figure 5 

illustrates some of these images. 
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Figure 5. The Custom Dataset 

Sounds Dataset 

The set of sounds in the Arabic language iscreated and stored in PC. If the object is detected and recognized, the 

Playsound library will play the sound to allow the user to know about the objects in each frame with their 

locations. The sounds are in MP3 format. In this method, the text will be converted into sound at high speed and 

without using the Internet. 

The Training Process 

The training process for the proposed neural network was executed on the GPU of Google Colab. The following 

are the steps for the training process.  

Step 1: A set of high-resolution and colored images of different sizes is collected. 

Step 2: LabelImg was used to give label for each object in the image. The LabelImg is an application used for 

labeling the objects in the image. 

Step 3: The prepared dataset is ready to train the neural network. The dataset that consists of 180 color images 

was split into two groups. The first group comprises 85% of the total images as the training images and the 

second group includes the remainder, which is 15% of the total images as the testing images. The training 

process was executed on Google Colab and it took nearly three hours. The neural network was trained for 3000 

iterations. 

Step 4: the weight file is created at the end of the training process. 

 
Figure 6. The steps of the training  

RESULTS AND ANALYSIS 
 

YOLOv3 is a fast and accurate algorithm, used to achieve good accuracy and high speed. The proposed system 

can be applied to the indoor environment such as rooms or offices and it can detect multiple objects. In addition, 

it can detect the objects even if the distance between the objects and the webcam is greater than three meters. 

The system can detect six objects categories. The mean Average Precision (mAP), which was used to evaluate 

the performance of the proposed system, was 100%. Figure 7 explains the loss and mAP for the proposed 

system. Other metrics were used to evaluate the performance of the proposed system such as IoU (intersection 

over Union), recall, precision, F1-score, TP, FP, and FN. Figure 8 shows some of the performance metrics 

obtained. Figure 9 illustrates the object detection through the webcam. 
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Figure 7. Loss and mAP (mean Average Precision) 

 

 
Figure 8. Performance metrics obtained 

 

1.1 The Confusion Matrix 

The confusion matrix is a summary that gives the results of the prediction on the classification problem. The 

numbers of correct and incorrect predictions are summarized with counted values and broken down class by 

class. The confusion matrix shows how your model is confused when it makes predictions. It gives us insight 

not only into the errors being made by a classifier but also more importantly the types of errors that are being 

made. 

 

For TV        (Class_Id = 0)   TP = 5 and FP = 0 

For Person  (Class_Id = 1)    TP = 4 and FP = 0 

For bottle    (Class_Id = 2)    TP = 4 and FP = 0 

For Chair    (Class_Id = 3)    TP = 4 and FP = 0 

For Table    (Class_Id = 4)    TP = 7 and FP = 0 

For Laptop (Class_Id = 5)     TP = 4 and FP = 0 

 

                                               The total TP =28 

                                               The total FP = 0 

True Positive (TP)isthe number of correctly detected objects.False Positive (FP) is the number of incorrect 

detections.False Negative (FN) is the number of missed detections. 

 

Precision 

Precision measures how accurate your predictions are. It is calculated as: 
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The number of True Positive (TP) divided by the sum of True Positive (TP) and False Positive (FP), as given in 

Eq. (1). 

Precision =   
TP

TP +FP
                      (1) 

The precision value obtained was 1.00.  

 

Recall 

Recall is used to calculate the true predictions from all correctly predicted data.It is calculated as: The number of 

True Positive (TP) divided by the sum of True Positives (TP) and False Negative (FN), as illustrated in Eq. (2) 

Recall =   
TP

TP +FN
                     (2) 

The Recall value obtained was 1.00.  

 

F1-score 

F1-score is the HM (Harmonic Mean) of precision and recall. The value of the F1-score obtained was 1.00. 

 

Average Intersection over Union (IoU) 

The area of overlapping (intersection) is divided by the area of union between the ground truth bounding box 

and the detection bounding box for a certain threshold. Eq. (3) explains the average IoU. 

IoU =   
Area  of  Intersection

Area  of  Union
  × 100%(3) 

The average IoU for the proposed system was 87.42%. 

Mean Average Precision (mAP) 

The mAP is the average of the Average Precision (AP) calculated for all the classes, as indicated in Eq. (4). 

mAP =   
sum  of  AP  for  the  total  classes  

no .of  total  classes
  × 100%     (4) 

In particular, the mAP for the proposed system was 100%. 
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Figure 9. Object detection through the webcam 

CONCLUSION 

Many algorithms are used for detecting and recognizing the objects such as YOLO, CNN, Fast R-CNN and R-

CNN. YOLOv3 was used because it is an accurate and fast and method, which can detect and determine the 

location of objects in real-time. The proposed system does not need the connection to the internet for text-to-

sound conversion as it uses the Playsound to play the sound from sounds dataset. The achieved accuracy for the 

proposed system is 99%. The required time for detection on the PC was nearly two seconds. In the future, the 

system can be implemented on Raspberry Pi to build smart eyeglasses for assisting blind people in detecting and 

recognizing the objects in their environment. Moreover, the age and gender prediction techniques can be added 

to this system to predict the age and gender. The face recognition technique can also be added to the system to 

recognize the person. 
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Table 1: The comparison between some methods from the literature review and the proposed method 

 

Paper Method Accuracy No. of objects Detection Time 

Aleksa Ćorović, et al. 

(2018) [7] 

YOLOv3 based on Berkley 

Deep Drive dataset 

63% 5 Not Reported 

O. Masurekar, et al. 

(2020) [16] 

YOLOv3 based on custom 

dataset 

98% 3 8 sec 

Sunit Vaidya, et al. 

(2020) [17] 

YOLOv3 based coco 

dataset 

85.5% in 

Android 

89 % in web 

80 2 sec 

A. S. Mahmoud,  et al. 

(2019) [19] 

Mask RCNN and NWPU-

VHR-10 dataset are used 

95% 10 7.1 sec 

Sajidah S. Mahmood, 

et al. (2020) [23] 

CNN based on custom 

dataset 

92% 1 

vehicle 

Not Reported 

I. A. M. Zin, et al. 

(2020) [24] 

Convolutional Neural 

Network with custom 

dataset 

99% 12 Not Reported 

M. Anandhalli, et al. 

(2021) [25] 

CNN based  on custom 

dataset 

90.88% 1 

(vehicle) 

Not Reported 

Our proposed system YOLOv3 based on custom 

dataset 

99% 6 2 sec 
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