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FOREWORD

These Proceedings contain the extended abstracts of the NEWRAD 2021 Conference
arranged online by NIST, Boulder, USA, June 21 - 24, 2021. The presentations are
listed in the conference program at https://www.nist.gov/news-
events/events/2021/06/14th-international-conference-new-developments-and-
applications-optical

The extended abstracts of these Proceedings are organized according to the assigned
codes under the following categories:

INV – Invited talks

DBS – Detector-based radiometry: scale realisations

DBA – Detector-based radiometry: applications

SBR – Source-based radiometry

QOT – Quantum optics technologies

PM – Photonic momentum

EAO – Earth observation

SSR – Solar / stellar radiometry

OPM – Optical properties of materials / components

OT – Other topics
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Three-dimensional modelling of photodiode responsivity
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The responsivity of silicon trap detectors
commonly used as calibration standards today is
to 99.5 % defined by the values of fundamental
constants when accounting for calculable
reflectance losses. With predictable quantum
efficient detectors (PQEDs) the percentage
contribution from fundamental constants to the
responsivity increases to 99.99%. The simple
structure of the PQEDs makes them well suited for
three-dimensional modelling and opens a new
path of traceability where the spectral response
over a wide spectral range can be extracted from
a model fit of current – voltage (I-V)
characterisations done at one wavelength only.

INTRODUCTION

Through the silicon technology developments in the
latter half of the 20th century two important benefits
were achieved:

I. “impurity free” manufacturing of silicon
photodiodes and

II. computational resources became widely
available at a low cost.

The computational resources have continued to
develop into this century and are expected to
increasingly do so also in the future when quantum
computers becomes available. However, the
radiometric community has so far exploited the
beneficial computational technology developments in
the calibration of detectors and optical measurement
systems to a limited extent.

Some measurement systems are not easily
available once they are installed in a possibly remote
and unattended location where the metrological
quality relies on the initial pre-installed calibration.
New experimental techniques capable of performing
calibrations of integrated measurement systems in
possibly remote operation will increase confidence
and add value to the measurement data.

In the following sections a presentation of the
principles and possible methods to exploit
photodiodes as independent primary standard
detectors is given.

BASIC PRINCIPLE

The responsivity of a silicon photodiode can be
modelled as

𝑅(λ) =
𝑒𝜆
ℎ𝑐

(1 − 𝜌(𝜆)) ∙ 1 − 𝛿(𝜆) ,       (1)

where the electron charge e, plancks constant h, speed
of light in vacuum c and radiation wavelength in
vacuum 𝜆 define the ideal responsivity term where
one photon generates exactly one electron hole pair.
An independent spectral response scale realisation
with photodiodes is converted into a problem of
quantifying the spectrally dependent reflectance ρ(λ)
and internal quantum deficiency (IQD) δ(λ).
Reflectance losses can be predicted over a wide
spectral range from well known material parameters
and the oxide thickness or made arbitrarily small by
mounting two or more photodiodes in a trap structure.

Different strategies and techniques have been
used to independently predict the IQD. One method
is to develop experimental techniques to measure and
estimate the spectrally dependent losses as done in the
past [1-4]. Another way is to construct photodiodes
with negligible IQD (~100 ppm) as made with the
predictable quantum efficient detector (PQED) [5-8]
and use the photodiode trap structure as an ideal
photodiode possibly corrected for IQD depending on
needed measurement accuracy.

PREDICTABLE RESPONSE

The PQED photodiode is a simple structure
consisting of a low-doped wafer with fixed charges in
the oxide structure. Once a high quality PQED
photodiode is manufactured its structure is defined.
This means that when the photodiode is irradiated
with a beam the charge carriers inside the photodiode
will move in a predictable way depending primarily
on the fixed charge density Qf, surface recombination
velocity SRV, bulk lifetime τB in addition to
experimental parameters such as beam shape,
wavelength and bias voltage. With new simulation
tools it is possible to model the simple structure of the
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PQED photodiodes and hence predict the expected 
responsivity of the photodiodes. 

Measured relative change in photocurrent with 
bias voltage of a 7 – reflection p-type PQED at 4 
different power levels (100 μW to 560 μW) is shown 
in Fig.1. The curves are normalised to the maximum 
value of the photocurrent in the experiment. The 
experiment is made at 488 nm with a gaussian like, 
slightly elliptical shaped beam with 1/e2 axis of 1223 
μm by 806 μm. 

When simulating a PQED instead of a single 
photodiode several approximations has to be made. 
At 488 nm p-polarization, 87 % of the optical power 
is absorbed in the first photodiode, which is hit at a 
45 degree angle of incidence. The projected beam 
profile is modified with the 45 degree angle of 
incidence to an elliptical beam with axis of 1367 μm 
by 1067 μm. By fitting various model parameters to 
the experimental curves an independent prediction of 
the responsivity can be achieved. In order to limit the 
number of fitting parameters as much as possible we 
assumed that experimental curves were defined by 
the absorbed power in the first photodiode (87 % of 
the total irradiance) and that the beam size is a flat top 
approximation of the elliptical beam size of 1367 μm 
by 1067 μm. It should be noted that the fitted IQD is 
very sensitive to beam size and charge carrier 
concentration.

As seen from Fig. 1 a surprisingly good fit is 
achieved with the approximations given above with 
the Cogenda Genius Device Simulator. By adjusting 
the fitting parameters to values enveloping the 

experimental curves, uncertainty bands of the various 
parameters can be obtained as demonstrated with the 
SRV in Fig. 1. 
Table 1. Fitted parameters used in the simulations

Fixed oxide charge, Qf 6.5∙1011 cm-2

SRV 1.2∙104 cm/s
Bulk lifetime τB 2.9 ms
Bulk doping 1.4∙1012 cm-3

DISCUSSION

Fitting 3D model parameters to simple I-V 
measurements of a PQED at multiple power levels is 
a promising primary technique to extract the 
photodiode parameters necessary to independently 
predict the PQED response. The first demonstration 
here must be validated and possibly improved, which 
is the task of the on-going European project 18SIB10 
chipS∙CALe (2019 – 2022) [9]. One of the benefits of 
the technique is the ability of independently 
predicting the IQD of a PQED over a wide spectral 
range from the measurement at one wavelength only.
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We present a novel perfect blackbody sheet from 
an elastomer. Nano-precision microtextures 
embossed on a PDMS sheet exhibit an extremely 
low reflectance of ≲0.001 (an absorptance of 
≳0.999) over the entire thermal infrared 
wavelengths (typically 8 μm – 15 μm). In addition, 
this sheet maintains its high resilience to direct 
contact, tape-pulling, repeated bending, and 
scratching. Our tough planar blackbodies offer 
unprecedented applications including perfect 
standard radiators/absorbers, particularly with 
respect to thermal infrared detector/imager 
calibration.

INTRODUCTION

Low reflectance absorber materials have various 
applications including stray light suppression, light 
energy harvesting or management. Vertically aligned 
carbon nanotubes exhibit a very low reflectance of 
<0.001 [1–3]. Despite their excellent optical 
performance, they are too fragile to be used in an 
open environment.
We have developed a novel perfect blackbody sheet 
from polydimethylsiloxane (PDMS) having a 
microtextured surface, fabricated via high-energy 
heavy-ion manufacturing and replica molding [4]. 
The PDMS blackbody sheet exhibits an extremely 
low reflectance of ≲0.001 across the entire thermal 
infrared wavelengths (typically 8 μm – 15 μm). This 
blackbody sheet is highly durable for field use, 
whereas other porous nano-photonic absorbers are 
usually susceptible to mechanical contact.
This blackbody sheet is based on a micro-cavity 
strategy [4–6], in which incident light experiences 
multiple bounces, resulting in reduced reflectance. 
According to the finite differential time-domain 
(FDTD) simulation, the cavity aspect ratio (h/r, h: 
depth, r: radius) should be >3, and the cavity opening 
diameter should be on par with or greater than the 
longest wavelength of interest when targeting <0.001 
total hemispherical reflectance [4–6]. We used the 
high-energy heavy-ion beam to fabricate such high-

aspect-ratio micro-cavities on a substrate [4,5]. The 
microfabricated substrate can be used for replica 
molding, which more than compensates for the 
availability of a heavy ion beam facility. Therefore, 
we can scalably fabricate planar perfect blackbody 
replicas for the large-area application, including 
perfect standard radiators/absorbers, particularly with 
respect to thermal infrared detector/imager 
calibration.

EXPERIMENTS AND RESULTS

Fig. 1 shows the fabrication process of a perfect 
blackbody sheet from a microtextured elastomer. CR-
39 plastic substrates were irradiated by swift heavy 
ion beam of Ne 200 MeV from a cyclotron accelerator 
of Takasaki Ion Accelerators for Advanced Radiation 
Application (TIARA) at ion exposure density of ~106 
cm-2. After that, the irradiated substrates were etched 
in 6.4 N NaOH solution at 70 °C for ~10 h to fabricate 
micro-cavities (etch pits) on their surface. Fig. 2 (left) 
shows the fabricated micro-cavity mold of a large 
area (80 mm × 100 mm). By using this CR-39 master 
mold, we replicated large-area microtextured sheets 
from PDMS with carbon black filler. The resultant 
sheet is shown in Fig. 2 (right). The mid-infrared (8 
μm – 15 μm in wavelengths) hemispherical 
reflectance was extremely low (≲0.001), confirmed 
by FT-IR spectrometry with an integrating sphere 
(Fig. 3). Good reproducibility was confirmed as well. 

Figure 1. Fabrication process of a perfect blackbody 
sheet from a microtextured elastomer.

©AIST.
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The appearance of the PDMS blackbody sheet
seemed to be uniform over the entire area. The
uniformity of the hemispherical reflectance is now
under quantitative investigation.
Our PDMS blackbody sheets would serve as a planar
standard radiator to calibrate thermography cameras.
The advantage is that the emissivity correction can be
extremely small (Δε/ε ~ 0.001), equivalent to the
temperature uncertainty ΔT < 50 mK at room
temperature (∼23 °C). More practically, we can use
the microtextured PDMS sheets as blackbody tapes,
which would enable the accurate radiation
thermometry of an arbitrary surface. It should be
noted that the thermal conductivity of blackbody
sheets is also a key issue for these precision
applications.

SUMMARY

We have developed a novel perfect blackbody sheet
from microtextured PDMS. They exhibit an
extremely low reflectance of ≲0.001 across the entire
thermal infrared wavelengths while maintaining their
high durability and uniformity. Our novel blackbody
sheets would be suitable for a planar standard radiator
to calibrate a thermal infrared detector/imager.
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Figure 2 (left) Microtextured mold via swift heavy
ion manufacturing, and (right) its replica from PDMS

with carbon black filler.
Figure 3 Spectral hemispherical reflectance of the

PDMS blackbody sheet.
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Solar irradiance is the dominant external source 
of energy to Earth’s atmosphere. Knowledge of 
solar spectral irradiance (SSI) variability is 
critical for understanding Earth’s atmospheric 
response to solar forcing. Since early 2018, the 
Spectral Irradiance Monitor (SIM) instrument on 
the Total and Spectral Solar Irradiance Sensor 
(TSIS) mission has observed smaller changes in 
SSI than previously measured and at 
unprecedented low uncertainty (< 0.3%) over the 
majority of the spectrum, traceable to Système 
Internationale (SI) reference standards. TSIS-1 
observations provide necessary validation for 
solar irradiance variability models that prescribe 
solar forcing at decadal to millennial timescales 
for climate models. 

THE SPACE-BASED SSI RECORD

Space-based measurements of SSI at ultraviolet 
wavelengths began in 1978 [1] but it was not until the 
NASA Solar Radiation and Climate Experiment 
(SORCE) in 2003 that daily, calibrated measurements 
were made over nearly the entire spectrum, including 
the visible and near-infrared. The SORCE SSI 
measurements were crucial in evaluating and 
improving models on solar rotation (~ 27 days) 
timescales at most ultraviolet and visible wavelengths, 
but lacked the stability to quantify the quasi 11-year 
solar cycle impacts at all wavelengths [2]. Building a 
long-term SSI climate data record requires 
continuous instrument calibration in which 
measurement uncertainties are characterized, and 
maintained, against SI standards.  

THE TSIS SIM INSTRUMENT

The TSIS-1 SIM, covering 200-2400 nm or 
approximately 96% of the total solar irradiance (TSI), 
is designed, characterized, calibrated and validated to 
meet the measurement requirements to quantify and 
track SSI variability for the climate record [3]. TSIS 
SIM achieves and maintains this detector-based 
calibration with an electrical substitution radiometer 
(ESR). The ESR radiometry is established pre-launch 

to better than 0.3% across most of the spectrum (Fig. 
1) against an absolute cryogenic radiometer traceable 
to the NIST Primary Optical Watt Radiometer [4]. 
The ESR calibration is maintained over time by 

correcting on-orbit degradation using three 
independent SIM channels that are operated at 
different solar exposure rates. In early 2019, the 
Compact SIM (CSIM) technology demonstration 
mission [5] under the NASA In-Space Validation of 
Earth Science Technologies program was launched 
and demonstrated on-orbit agreement to TSIS-1 SIM 
to 1% (Fig. 2).   

A TSIS SIM REFERENCE SPECTRUM

Solar reference spectra are utilized for varying 
purposes in atmospheric science and climate model 
applications. Solar spectra are used to convert 
measured satellite reflectances to radiances and as top 
of atmosphere boundary conditions in radiative 
transfer models for remote sensing applications and 
renewable energy research. Additionally, some 
instruments use the Sun for monitoring the stability 
of their radiometric calibration. Even instruments that 
assess the stability of their radiometric calibration 
relative to the Moon rely on a solar reference 
spectrum.  

Figure 1. The final pre-launch spectral calibration and 
k=1 uncertainties of all three TSIS SIM channels against 
the absolute cryogenic radiometer irradiance values. 
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  The literature provides a variety of solar reference 
spectra for these applications [6-10]. A direct 
comparison of these spectra to TSIS SIM shows 
differences of as much as 10% in the ultraviolet and 
up to 8% in the near-infrared (Fig. 2), motivating the 
need for a new solar reference at the TSIS SIM scale. 
We are in the progress of developing a new reference 
spectrum at native TSIS-1 SIM resolution in addition 
to a higher resolution spectrum using independent, 
high-resolution solar line data.

DAILY SOLAR VARIABILITY

Even though the Sun is currently in a minimum-
activity state, there was a small sunspot occurrence in 
April and May 2019. The improvements in 
measurement precision for TSIS-1 SIM relative to 
concurrent measurements by SORCE SIM are 

evident in the passage of this sunspot (Fig. 3). TSIS-
1 SIM is resolving 0.01% solar variability at near-
infrared wavelengths. 
  The TSIS-1 SIM precision is helping to improve 
and validate solar variability models such as version 
2 of the Naval Research Laboratory (NRL) SSI model 
(NRLSSI2) [8]. This model assumes the primary 
sources of solar irradiance variability are bright 
faculae and dark sunspots on the Sun’s surface and 
estimates the wavelength-dependent irradiance 
modulations from multiple linear regression of proxy 
indices of sunspots and faculae with SORCE SSI 
observations on short time scales. Development has 
already begun on a new version of this model to adopt 
TSIS-1 SIM observations for the absolute scale and 
in the fidelity at which solar activity is correlated with 
irradiance, especially between 300-400 nm and 
longward of 900 nm [11]. 
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Figure 3. Short-term SSI variability during a sunspot 
passage in April, 2019 as measured by TSIS SIM (black)
and SORCE (red) and estimated by NRLSSI2 (blue).  

Figure 2. The relative % difference between TSIS SIM 
and several well-established SSI reference spectra as well 
as the CSIM flight demonstration mission.  
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We have developed a Planar Absolute Radiometer 

for Room Temperature (PARRoT) that will 

replace the legacy C-series calorimeter in free-

space continuous-wave laser power measurements 

at the National Institute of Standards and 

Technology (NIST). PARRoT measures laser 

powers between 100 µW and 250 mW from 

ultraviolet to near-infrared using the electrical 

power substitution method with active 

background compensation. Its expanded 

uncertainty (k = 2) reaches 0.13% at laser powers 

>2 mW. PARRoT’s response was compared 

against a transfer standard silicon trap detector 

and against the C-series calorimeter. On average 

these comparisons agreed to better than 0.008% 

and 0.05%, respectively.  

INTRODUCTION  

After first lasers became commercially available in 

the 1960’s, West et al. [1] at the National Institute of 

Standards and Technology (NIST) started the 

development of laser calorimeters to meet the needs 

of laser-power meter calibrations. The C4-series 

calorimeters were completed in 1974 [2] and they 

have been used for calibrating customer detectors at 

NIST for the past 46 years.  

The C-series calorimeter performs free-space 

laser power measurements with an expanded 

uncertainty (k = 2) of 0.84%, with one measurement 

cycle taking approximately 15 minutes. Recently, the 

Laser Interferometer Gravitational-wave Observatory 

(LIGO) [3, 4] has indicated need for an order of 

magnitude lower calibration uncertainty at a few 

100 mW range.  

In this work, we introduce a Planar Absolute 

Radiometer for Room Temperature (PARRoT) [5], 

shown in Fig. 1, that will replace the legacy C-series 

calorimeter. PARRoT is more robust, twice as fast, 

and it has over a factor of 6 lower measurement 

uncertainty compared to the C-calorimeter.  

DESIGN OF THE RADIOMETER 

PARRoT is based on 20 mm diameter vertically 

aligned carbon nanotube (VACNT) absorber [6] 

grown on a microfabricated silicon bolometer chip. 

PARRoT is operated by closed-loop electrical power 

substitution method implemented using a field-

programmable gate array (FPGA) board with custom 

electronics. PARRoT’s bolometer chip geometry has 

been optimized by thermal modeling so that its 

electro-optical inequivalence is less than 0.01% when 

a laser beam is centered on the absorber [7].  

Figure 1 shows photographs of PARRoT. The 

copper base plate is temperature-stabilized to 295 K 

with thermoelectric coolers. Two bolometer chips are 

mounted to aluminum frames that are connected to 

the base plate via stainless steel cylinders. The 

bolometers are operated in a vacuum chamber to 

avoid convective cooling. Laser beam access is 

provided by an uncoated fused silica window with a 

wedge angle of 0.5° and diameter of 76.2 mm so that 

PARRoT can measure across broad spectral range 

from ultraviolet to near-infrared. Since the laser beam 

is aligned nearly perpendicular to the VACNT 

absorber and the vacuum window, PARRoT’s 

response is independent of light polarization.  

Figure 1. Front side of the radiometer developed (a) and 

view inside the vacuum chamber (b).  

7

mailto:anna.vaskuri@nist.gov


PARRoT has two identical bolometer chips to 

compensate radiative coupling to changing ambient 

environment that reduces drifts in its response. The 

reference bolometer chip is heated to 325 K by 

constant electrical power of 290 mW and the 

measuring bolometer chip’s heater is operated in 

closed loop. When a laser beam hits the measuring 

bolometer’s absorber, the electrical power is reduced 

to maintain the temperature. Absolute optical power 

is obtained from the electrical power difference by 

correcting VACNT absorptance and transmittance of 

the wedge window that depend on the laser 

wavelength, correcting the electro-optical 

inequivalence obtained by thermal modeling, and 

correcting the parasitic resistance of the wirebonds 

that electrically connect the heater spirals to the 

flexible circuit board in Fig. 1.  

COMPARISONS AGAINST EXISTING 

DETECTOR STANDARDS 

We compared PARRoT’s response against a transfer 

standard silicon trap detector traceable to NIST’s 

Laser-Optimized Cryogenic Radiometer (LOCR) at a 

laser wavelength of 633 nm and the C-series 

calorimeter at laser wavelengths of 405 nm, 532 nm, 

and 1064 nm. Figure 2 shows that on average 

PARRoT’s laser power measurements agree with the 

transfer standard trap detector better than 0.008% and 

with the C-series calorimeter better than 0.05% [5]. 

These discrepancies are well within PARRoT’s 

expanded measurement uncertainty. At laser powers 

of a few 100 μW, PARRoT’s expanded uncertainty is 

limited by the measurement repeatability. At laser 

powers >2 mW PARRoT’s expanded uncertainty 

(k = 2) reaches 0.13% and is limited by an uncertainty 

of the window transmittance correction (±0.1% 

rectangular distribution).  

ACKNOWLEDGMENTS 

Jenny and Antti Wihuri Foundation, Finland is 

acknowledged for financially supporting 

Dr. Vaskuri’s postdoctoral research at NIST.  

REFERENCES 

1. E. D. West, W. E. Case, A. L. Rasmussen, and 

L. B. Schmidt, “A Reference Calorimeter for Laser 

Energy Measurements,” J. Res. Natl. Bur. Stand. (U. S.) 

76A, 13-26 (1972).  

2. E. D. West and W. E. Case, “Current Status of NBS 

Low-Power Laser Energy Measurement,” IEEE Trans. 

Instrum. Meas. 23, 422-425 (1974).  

3. S. Karki, D. Tuyenbayev, S. Kandhasamy et al., “The 

Advanced LIGO photon calibrators,” Rev. Sci. Instrum. 

87, 114503 1-12 (2016).  

4. D. Bhattacharjee, Y. Lecoeuche, S. Karki et al., 

“Fiducial displacements with improved accuracy for 

the global network of gravitational wave detectors,” 

Classical Quant. Grav. 38, 015009 1-22 (2021).  

5. A. K. Vaskuri, M. S. Stephens, N. A. Tomlin et al. 

“High-accuracy room temperature planar absolute 

radiometer based on vertically aligned carbon 

nanotubes,” (in preparation).  

6. J. Lehman, C. Yung, N. Tomlin, D. Conklin, and 

M. Stephens, “Carbon nanotube-based black coatings,” 

Appl. Phys. Rev. 5, 011103 1-17 (2018).   

7. A. Vaskuri, M. S. Stephens, N. A. Tomlin et al., 

“Microfabricated bolometer based on a vertically 

aligned carbon nanotube absorber,” Proc. SPIE 11269, 

112690L 1-12 (2020).  

(a)

(b)

10
0

10
1

Optical power   mW

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

D
is

cr
ep

an
cy

 (
1
 -

  
P

  
P

N
IS

T
6
) 

  
%

NIST6

PARRoT (direct measurement)

PARRoT (BS ratio measurement)

10
-1

10
0

10
1

10
2

Optical power   mW

-1

-0.75

-0.5

-0.25

0

0.25

0.5

0.75

1

1.25

1.5

D
is

cr
ep

an
cy

 (
1
 -

  
P

  
P

C
4
1
) 

  
%

C41

PARRoT

5
3
2
 n

m

4
0
5
 n

m

1
0
6
4
 n

m

1
0
6
4
 n

m

1
0
6
4
 n

m
5
3
2
 n

m

1
0
6
4
 n

m

5
3
2
 n

m
5
3
2
 n

m

5
3
2
 n

m

5
3
2
 n

m

5
3
2
 n

m

5
3
2
 n

m

4
0
5
 n

m

5
3
2
 n

m

Figure 2. (a) Discrepancies in the optical power measured 

with PARRoT and the transfer standard silicon trap 

detector (NIST6). Beamsplitter (BS) ratio measurement 

was used at laser powers >1 mW. (b) Discrepancies in the 

optical power measured with PARRoT and the C-series 

calorimeter (C41). Uncertainty bars depict an expanded 

uncertainty (𝑘 = 2).  
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We report realization of an optical power scale 

based on a predictable quantum efficient detector 

(PQED) over the spectral range of 400 nm – 

800 nm. The PQED is characterized and used to 

measure the responsivities of a trap detector at 

four distinct laser lines, with an expanded 

uncertainty of 0.05%. The measurement results 

support the concept that the PQED can be used as 

a primary standard of optical power. We present a 

comparison of responsivities calibrated against 

the PQED at Aalto and the cryogenic radiometer 

at RI.SE, Sweden.   

INTRODUCTION 

The PQED provides traceability of optical power to 

SI units [1,2]. Such traceability route is tempting, 

because the operation of PQEDs is as easy as that of 

other silicon trap detectors. In most national 

metrology institutes, the optical power is measured 

with an absolute cryogenic radiometer (ACR) [3]. 

These devices can achieve an uncertainty below 

0.01%. However, they are expensive to obtain and 

maintain as they are operated at cryogenic 

temperatures. Aalto has taken into use a compact 

PQED [2] as a primary standard of optical power over 

the spectral range of 400 nm – 800 nm. The PQED 

consists of high-quality photodiodes with minimal 

losses for internal quantum deficiency, arranged in a 

wedged trap configuration to minimize the effects of 

reflectance correction [4,5]. PQEDs are compact in 

size and operate at room temperature. They show 

excellent stability and repeatability of ⁓0.0016% [2].  

    In this work, we present an optical power scale 

realization based on a PQED. A silicon trap detector 

is calibrated against the new scale and compared to 

calibration at RI.SE. RI.SE uses an ACR as a primary 

standard of optical power measurements.  

MEASUREMENT PROCEDURE 

The new power scale is based on a PQED and a multi-

wavelength setup for comparing detectors developed 

at Aalto [6]. Figure 1 presents a simplified drawing of 

the setup. Various lasers have been installed in the 

setup. Lasers available include KrAr+, Ar+, HeCd, 

red and green HeNe, and a couple of diode lasers. The 

laser beam to be used is selected with a computer-

driven mirror on a rail. Unused beams are terminated 

in beam dumps. The measurement beam is cleaned 

with a spatial filter based on two off-axis parabolic 

mirrors (OAP), and a laser power controller (LPC) 

stabilizes the beam intensity. The PQED and the trap 

detectors to be calibrated are mounted on a precise 

XY translation stage, and their photocurrents are 

recorded with a current-to-voltage converter (CVC) 

and a digital voltmeter (DVM). A multiplexer (MUX) 

is used to read various detectors with one set of 

electronics. The whole setup is computer controlled.  

The optical power P is calculated from the 

photocurrent Ip of the PQED as  

   𝑃 =  
𝐼𝑝 ℎ 𝑐

𝑒 𝜆 [1−𝜌(𝜆)] [1−𝛿(𝜆)]
 , (1) 

where  is the wavelength of the laser used, () is 

the reflectance of the PQED, ( ) is the internal 

quantum deficiency of the photodiodes, estimated to 

be approximately 0.0008% [4], e is the elementary 

charge, h is Planck’s constant and c is the speed of 

light in the same medium as the wavelength – air or 

vacuum. The specular reflectances of the PQED are 

measured at the respective wavelengths using the 

method described in [2,4].  

    The PQED is used once a year to calibrate 

Hamamatsu silicon trap detectors with nitrogen flow 

serving as transfer standards. The nitrogen flow of 

 

Figure 1. Multi-wavelength setup used for the optical 

power measurement with the PQED [6]. For 

abbreviations, see text. 
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0.5 l/min through the trap detectors reduces the 

contamination of the photodiodes due to dust. 

UNCERTAINTY BUDGET 

The uncertainty budget of the new optical power scale 

is presented in Table 1.  

Table 1. Uncertainty budget of spectral responsivity 

measurement of a trap detector against PQED. 

Component 

Standard uncertainty, % 

458 

nm 

515 

nm 

543 

nm 

633 

nm 

Responsivity 

of PQED 
0.011 0.011 0.011 0.011 

Repeatability 

of results 
0.007 0.003 0.003 0.008 

Calibration of 

DVM 
0.001 

Calibration of 

CVC 
0.003 

Alignment of 

detectors 
0.001 

Trap’s spatial 

nonuniformity 
0.023 

Combined 

standard 

uncertainty 

0.026 0.026 0.026 0.027 

Expanded 

uncertainty 

(k = 2) 

0.053 0.052 0.052 0.054 

     

    The responsivity measurements have an 

expanded uncertainty of 0.052% – 0.054% depending 

on the wavelength. The highest component of 

uncertainty is the spatial nonuniformity of the trap 

detector, 0.023%. Repeatability is the standard 

deviation of 10 averaged measurements. The error in 

alignment of detectors was obtained by tilting the 

detectors by a few degrees and calculating the change 

in the signal due to a change of 0.5º in the angle. 

COMPARISON MEASUREMENT 

One silicon trap detector was measured both at RI.SE, 

Sweden, and at Aalto using the new power scale. 

Table 2 shows the responsivities measured at the 

wavelengths of 458 nm, 515 nm, 543 nm, and 633 nm, 

along with the difference between the two 

responsivities. The expanded uncertainties presented 

in the table are the quadratic sums of the uncertainties 

of RI.SE and Aalto. The results are only partially in 

agreement within the uncertainties. 

Table 2. Comparison of spectral responsivities of a trap 

detector measured at Aalto and at RI.SE.  

Wave-

length / 

nm 

Responsivity A/W Difference 

% 

Expanded 

uncertainty 

(k = 2) Aalto RI.SE 

458 0.36446 0.36478 -0.088% 0.080% 

515 0.41207 0.41204 0.007 % 0.082% 

543 0.43553 0.43555 -0.005 % 0.086% 

633 0.50793 0.50798 -0.010 % 0.077% 

CONCLUSIONS 

Aalto has taken into use a new optical power scale 

based on the PQED. The PQED is used annually to 

measure the responsivities of Hamamatsu silicon trap 

detectors with nitrogen flow working as transfer 

standards. Comparison with RI.SE using a silicon 

trap detector showed an agreement between the two 

scales within the uncertainties of 0.077% – 0.086% 

for the wavelength range 515 nm – 633 nm. The 

results indicate the usability of the PQED as a 

primary standard of optical power. 
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We have constructed a five-element reflectance 

trap detector consisting of commercial n-on-p type 

10 x 10 mm UVG100 photodiodes. The response 

uniformity of the trap at visible wavelengths is 

mostly at a level of ±100 parts per million (ppm) 

whereas its estimated reflection losses are below 1 

ppm throughout most of the visible spectral range. 

We have measured the linearity of the trap 

detector as well as its spectral responsivity. The 

properties of the trap suggest it could be used as a 

reference detector in photometric and radiometric 

calibrations.  

INTRODUCTION 

Most of the photodiode-based reference detectors 

require calibrations traceable either to a Cryogenic 

Radiometer (CR) or a Predictable Quantum Efficient 

Detector (PQED) [1-3]. The need for regular 

calibrations of conventional silicon detectors based 

on p-n junction photodiodes (e.g S1337 by 

Hamamatsu) comes, among other causes, from their 

instability caused by short-wavelength radiation and 

from moisture penetration [4]. UVG-series silicon 

photodiodes by Opto Diode Corporation are claimed 

to have no surface recombination and 100 % internal 

quantum efficiency in the spectral range from 330 nm 

to 660 nm [5]. We have constructed a trap detector 

based on these photodiodes to study its properties in 

terms of possible usage in photometric and 

radiometric applications. Such a trap could be applied 

as an absolute detector for calibration of photometers 

despite the reduced quantum efficiency above 660 nm, 

i.e. at the tail of the V() curve. 

DESIGN OF THE DETECTOR 

The trap detector is constructed from five selected 

UVG100-type photodiodes. The first four are aligned 

under 45° and the last one at 0° angles relative to the 

incident beam (see figure 1). In such a configuration, 

the beam encounters 9 reflections before exiting the 

trap and theoretically has no polarization dependence. 

 
*current institution 

The angular alignment of the last photodiode can be 

fine adjusted to match the paths of the leaving and 

incoming beams. The total beam path in the trap is 

approximately 95 mm. The field of view is estimated 

to be ±2 degrees for a 3 mm diameter beam. Also, the 

holder of the photodiodes can be angularly adjusted 

relative to the front plane of the trap housing. This 

allows a good alignment of the trap relative to its 

housing with an installed radiometric aperture. The 

photodiodes are connected in parallel and operated 

without bias voltage. 

 

Figure 1. Beam path in the trap detector with five 

photodiodes. The last photodiode can be fine adjusted to 

match the incoming and leaving beams. 

CHARACTERIZATION 

Uniformity 

The non-uniformity of the trap was measured at the 

wavelengths of 490 nm, 680 nm, 750 nm and 800 nm. 

As the photodiodes are tailored for the UV range, the 

uniformity is expected to be better at shorter 

wavelengths. Figure 2 shows the responsivity 

uniformity at 490 nm. The measured deviations are 

within ±75 ppm in the central region with a diameter 

of 6 mm. At 680 nm, 750 nm and 800 nm the non-

uniformity throughout the same central region stays 

within ±100 ppm, ±100 ppm and ±250 ppm, 

respectively. 
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Figure 2. Relative spatial deviation of the responsivity of 

the trap detector at 490 nm. 

 

Reflectance 

Reflectance losses of the trap detector (figure 3) were 

estimated based on the single-photodiode reflectance 

curve provided by the manufacturer [5]. The 

estimated reflectance of the trap has a sharp decline 

from 360 nm to 500 nm having a change of 

reflectance from about 3500 ppm down to 0.005 ppm. 

We confirmed a few percent lower reflectance of a 

single photodiode at selected wavelengths of 532 nm, 

680 nm, 740 nm, 780 and 800 nm. At 490 nm, the 

measured reflectance was higher than reported by the 

manufacturer. Despite the small discrepancies, the 

reflection losses of the trap were confirmed to be 

below 1 ppm throughout most of the spectral range of 

interest.  

 

Figure 3. Estimated reflectance of the 5-element trap 

detector based on the single photodiode reflectance 

provided by the manufacturer (line). The dots show the 

values based on our measurements on a single photodiode. 

Nonlinearity 

The nonlinearity of a single UVG100 photodiode and 

of the trap detector was measured at 490 nm and at 

680 nm, respectively. The beam diameter was about 

1 mm FWHM at both wavelengths. The 

photocurrents were recorded at three different power 

levels and were compared with the photocurrents of a 

well-characterised reference trap detector. Up to the 

level of 100 µA, limited by the dynamic range of the 

current-to-voltage converter, both the single 

photodiode and the trap detector showed no nonlinear 

behaviour. We tested the photodiodes with -5 V bias 

as well. No changes were observed between biased 

and non-biased measurements. 

 

Responsivity 

We have carried out preliminary responsivity 

measurements relative to two calibrated trap 

detectors at wavelengths of 405 nm, 487 nm, 528 nm 

and 680 nm. These measurements confirmed a high 

quantum efficiency of the UVG100-based trap 

detector within the uncertainties of the measurements. 

More precise measurements throughout the whole 

spectral range of interest are planned. The results will 

be shown at the conference.  

CONCLUSIONS 

We have constructed a 5-element low-loss trap 

detector based on commercially available n-on-p 

photodiodes that are claimed to have a superior long-

term stability in responsivity and close to 100% 

internal quantum efficiency over a broad wavelength 

range in the visible region. Preliminary tests of spatial 

response uniformity, linearity and optical losses show 

an excellent behaviour. The detector is considered as 

a cheaper and simpler alternative to the custom-made 

PQED detectors for use in photometric and 

radiometric applications. 
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Conversion efficiencies of optical devices, both 

sources and receivers have been measured based 

on a calorimetric method. Radiant power output 

of a source can be evaluated by subtracting a heat 

power from the applied electrical power while 

radiant power input of a receiver can be evaluated 

by adding a heat power to the generated electrical 

power. The technique was validated firstly in the 

solar cell internal conversion efficiency 

measurements in a manual operation. To 

automatize the operation, a negative feedback 

control circuit to maintain constant temperature 

by adjusting the electrical power to the heater has 

been developed and proved to work successfully.  

INTRODUCTION 

Optoelectronic devices to convert between electrical 

power and optical power such as photovoltaic cells, 

laser diodes (LDs), light emitting diodes (LEDs) etc. 

are widely used in many fields. Among the 

characteristics of the optoelectronic devices, power 

conversion efficiency is essentially important.  

The external power conversion efficiency is 

defined as a ratio of output power to the input power. 

More specifically in the case of solar cell/module, it 

is the ratio of the electrical power generated to the 

radiant power incident to the solar cell/module under 

the defined conditions. While the evaluation of the 

electrical power can be conducted very easily, the 

evaluation of the radiant power are usually more 

complicated and difficult especially when the 

radiation is spectrally broad as in the case of solar 

cells. The calorimetric method is advantageous since 

it enable us to directly determine the internal 

conversion efficiency of solar cells. 

The technique to calorimetrically determine the 

internal quantum efficiency was developed, for the 

first time, by T. Inoue et al. for photodiodes receiving 

a laser beam1. Inoue et al. applied the similar 

technique also to measure total radiant power of a 

laser diode2. Our approach is unique in that constant 

temperature operation, which is required to substitute 

heat with electrical power, is achieved only by using 

self-heating of a temperature sensor without an 

additional heater. In addition, we applied the 

calorimetric method to solar cells to determine their 

internal conversion efficiencies, for the first time3. 

In this paper, we focus on the external 

conversion efficiency measurements of LEDs by 

using a constant temperature circuit with a platinum 

resistance thermometer working simultaneously as a 

heater to replace heat with electrical power. 

PRINCIPLE OF OPERATION 

The radiant power absorbed (for a receiver) or 

generated (for a source) can be determined by a 

calorimetric method in which the heat absorbed or 

generated in the device is substituted by the electrical 

power applied to a heater attached to the device. 

For receivers such as solar cells, the applied 

electrical power is adjusted in the dark condition so 

that the device temperature becomes equal to the one 

in an illuminated condition. We can assume that the 

substituted electrical power is equal to the thermal 

power, or the absorbed radiant power (when an open- 

or short-circuit condition).  

For sources such as LEDs, the electrical power 

is applied to the heater when the LED is off. When 

the LED is lit, the electrical power applied to the 

heater is decreased and adjusted so that the device 

temperature keeps the same temperature as the one in 

the dark condition. We can assume that the difference 

in the electrical power is equal to the thermal power 

generated when the LED is on and that the emitted 

radiant power can be given by the input electrical 

power applied to the LED minus the thermal power 

difference.  

EXPERIMENTAL 

Figure 1 shows a test specimen of RGB type LED 

(OptoSupply OSTCXBCBC1E) attached with a 

platinum resistance thermometer, Pt100. We have 

designed and fabricated a negative feedback control 

circuit to realize automatic temperature control using 

the Pt100 not only as a temperature sensor but also as 

an electric heater. The negative feedback control 

circuit works to automatically adjust the applied 

electrical power to the Pt100 to maintain a constant 

temperature, or a constant resistance. The constant 
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temperature operation has been confirmed to work 

successfully not only for PTC (positive temperature 

coefficient) but also for NTC (negative temperature 

coefficient) sensors. 

RESULTS 

As an example of the measurements, Figure 2 shows 

a result for a red (dominant wavelength of 624 nm) 

LED. Radiant power of the LED is independently 

measured by a calibrated silicon photodiode 

(Hamamatsu S1227-1010BQ) and the square shaped 

waveform at the bottom clearly shows on and off 

operation of the LED. The second top curve shows a 

measured electrical power dissipated at Pt100 and 

follows with a delay oppositely the curve of emitted 

radiant power. When the LED is off, about 60 mW is 

dissipated at Pt100. Once the LED is turned on, the 

circuit automatically decreases the current flowing 

Pt100 and therefore the dissipated power to 

compensate the increased heat caused by LED 

operation and maintain the same temperature. 

Figure 3 shows the comparison results between 

the calorimetric measurements and the optical 

measurements. Although the calorimetric results 

correlate linearly with optical results, the former is 

about 2 times the latter. The disagreement is highly 

likely to be caused by the large heat leak through the 

wires supplying a current to the LEDs. To solve the 

problem, modifications in thermal design such as 

replacing the copper wires to high thermal resistance 

wires and/or adapting thermal anchors are in 

preparation. 

CONCLUSION 

Constant temperature control using a self-heating of 

a temperature sensor without an additional heater has 

been proved to work as expected. With this system, it 

is possible to substitute heat power with electrical 

power and therefore possible to calorimetrically 

determine radiant power and conversion efficiency of 

optical devices, both sources and receivers. 

Preliminary results for a red LED with the constant 

temperature controller with Pt100 show two times 

overestimates for the radiant power. The 

disagreement is highly likely to be caused by the large 

heat leak through the wires. Modifications to solve 

the problem are in preparation.  
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Figure 1. Left: Photograph of front side of RGB type 

LED. Right: Platinum resistance thermometer, Pt100 

attached to the backside of the LED. 
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We report the successful realization of the 

ultraviolet spectral responsivity scale in the 

wavelength range between 200 nm and 400 nm at 

5 nm intervals with a combined relative standard 

uncertainty below 0.5 % (k=1). This scale 

realization was based on a laser-driven light 

source and an absolute-cryogenic radiometer. 

Since both the scale realization and calibrations 

are performed using equivalent instruments, any 

uncertainty caused by differences in bandpass, 

out-off-band radiation, spectral purity, 

collimation, or extrapolation will be eliminated, 

leading to a more robust calibration chain.  

INTRODUCTION 

A few years ago, we started using a laser-driven 

light source in ultraviolet detector calibrations at 

NIST [1,2]. We realized immediately that we had 

enough optical power to attempt using an absolute-

cryogenic radiometer (ACR) with this set up. Several 

problems made the primary calibration of 

photodiodes difficult: 1) Feeding a converging beam 

into the ACR and making sure the beam is not clipped 

was not trivial; 2) High reflectivity of photodiodes in 

the ultraviolet spectral region complicated the use of 

windows spatially close to these diodes; 3) The lack 

of commercially available damage resistant 

photodiodes with sufficient spatial uniformity. In the 

end we successfully calibrated three photodiodes 

between 200 nm and 400 nm at 5 nm intervals.  

EXPERIMENT 

After trying out several experimental 

approaches we concluded that we needed to eliminate 

the window in front of the photodiodes. Even with an 

antireflective coating, light reflected from the 

photodiodes and scattered by the window disturbed 

the measurement enough to lead to flawed results. 

Therefore, we settled on the system schematically 

shown in Fig. 1. This system used a high-quality 

laser-grade fused silica window in front of the ACR. 

The photodiodes were operated in air but placed in 

lens tubes in which apertures the same size and 

distance as in the ACR were installed, to make sure 

the ACR cavity and the photodiodes were seeing the 

same light field. The ACR and three identical lens 

tubes housing three photodiodes were installed on a 

three-axis motion stage to allow for precise 

positioning and spatial scanning. The light coming 

from the laser-driven light source was imaged onto 

the circular entrance aperture of a double-Czerny-

Turner monochromator. An absolute angular encoder 

was installed on one of the grating mounts. This 

absolute angular encoder, in combination with a 

holmium oxide [3] absorption target, was used to 

establish the wavelength scale. The exit aperture was 

re-imaged using two off-axis parabolical mirrors into 

the ACR and the lens tubes. During the first set of 

measurements we used a 0.5 mm circular exit 

aperture, which was magnified fourfold to a 2 mm 

spot. Later we performed a second set of 

measurements with a 0.3 mm aperture to make sure 

the ACR cavity was underfilled.   

The data acquisition was performed in the 

following way: The monochromator was tuned to a 

wavelength λ and active feedback to the absolute 

angular encoder was enabled to keep the wavelength 

constant. Then an ACR measurement of the incident 

optical power was performed, followed by photo 

current measurements for each of the three 

photodiodes. At each wavelength on the order of ten 

measurements were performed in order to identify 

type A random errors in the spectral responsivity 

measurements.  

Figure 1. Schematic layout of the experimental set up. 
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The uncertainty in transmission of the window 

became the largest contributor to the systematic 

errors in this system. After the ACR measurements 

were completed, the area illuminated on the window 

was determined. Then the window was removed, and 

the transmission was measured at 5 nm intervals in 

the wavelength range between 200 nm and 400 nm. 

Using the motion stage, at each wavelength a 

measurement with and without the window was 

performed. We performed this measurement six times 

and used the resulting mean as the window 

transmission. 

UNCERTAINTY ANALYSIS 

Careful error analysis is crucial to successful 

absolute radiometry. In order to quantify type A 

random errors, we performed about ten 

measurements at each wavelength and statistically 

analysed the result. The error analysis in summarized 

in table 1. The combined relative standard error can 

be calculated from the relative standard deviation of 

all systematic contributions and the random 

contribution divided by the square root of the number 

of samples. 

 
Table 1. Uncertainty analysis for the measurement with the 

500 µm exit aperture.  

Type A (random error) 

 Relative Standard 

Deviation / % (K=1) 

ACR Power (2nW 

noise) 

0.02 to 2 

Photodiode current 0.02 to 0.2 

 

Type B (systematic error) 

Window transmission 0.27 

Wavelength scale 0.2 

Spectral bandwidth 0.1 

Diode uniformity 0.1 

Stray light 0.1 

Positioning 0.1 

Total systematic 0.39 

RESULTS 

To determine the true optical power, the 

measured optical power had to be divided by the 

window transmission. For each measurement the 

diode photo current was divided by the true optical 

power as measured by the ACR, leading to individual 

values of the responsivity. The mean of several 

responsivity measurements was then determined, and 

the standard deviation of this mean was used to 

estimate the type A random error.  

The make sure the cavity of the ACR was 

underfilled, two measurements were performed: The 

first with a 500 µm-diameter exit aperture in the 

monochromator and the second with a 300 µm exit 

aperture. Results from both these measurements 

agree quite well (See table 2 for details). The 

differences in table 2 were calculated using equation 

(1). Using √2 instead of 2 in the relative difference 

scales the result to be equal to the relative standard 

deviation of the mean, while preserving the direction 

of the difference. 

∆𝑅= √2 ∙ 100 ∙ (𝑅2 − 𝑅1)/(𝑅2 + 𝑅1)   (1) 
 

Table 2. Differences in the measured spectral responsivity 

for detector-under-test #1 using 500 µm and 300 µm exit 

apertures in the monochromator.  

Wavelength / nm Difference / % 

250 0.056 

290 -0.031 

300 0.191 

350 0.188 

375 -0.242 

 The total relative standard uncertainty, which 

combines the systematic and random contributions to 

the uncertainty is below 0.5 % (k=1) for the whole 

wavelength range. 

CONCLUSION 

We successfully performed a primary calibration 

on a set of three photodiodes using a laser-driven light 

source and an absolute-cryogenic radiometer. One of 

the biggest challenges we faced was the 

unavailability of stable and uniform diodes. The 

combined relative measurement uncertainty was 

below 0.5 % for the spectral range from 200 nm to 

400 nm. 
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The Laser Interferometric Gravitational Wave 

Observatory (LIGO) calibrates gravitational strain 

measurements using photon momentum, with laser 

power serving as the measurand. Calibration of its 

laser power meters is currently traceable to the 

International System of Units through a primary 

standard maintained by the United States’ National 

Metrology Institute (NMI). Disparity between NMIs 

indicated in the EUROMET 2010 study impacts 

confidence in Gravitational Wave (GW) event 

parameters such as mass, distance and location.   

INTRODUCTION 

Displacement of mirrored test masses at the extrema of 

the LIGO interferometer arms is calibrated through 

photon momentum. Accordingly, uncertainty in the 

power incident on the mirror is directly proportionate to 

the uncertainty in the interferometer strain  [1].  

The EUROMET 2010 study [2] suggests disagreement 

between various NMIs detector-based representation of 

the optical watt that exceed stated uncertainties. 

Inequivalence between NMIs decreases confidence in 

the absolute accuracy of any given nation’s power scale 

realization. 

PREVIOUS INTERNATIONAL COMPARISON 

The EUROMET 2010 comparison [2] results for 

calibrations at 1 W, 1064 nm show discrepancy between 

calibrations performed by NIST and PTB exceed the 

95% measurement confidence interval as described in 

Table 1. The agreement between NIST and PTB at 514 

nm contrasted with the inequivalence at 1064 nm 

suggests an unaccounted spectral-responsivity. We 

suggest the discrepancy may be attributable to 

characteristics of the thermopile transfer standards 

 

Table 1. Comparison of EUROMET 2010 results for PTB 

and NIST 

Thermopile 

1064 nm 

C.F. 

Discrepancy 

Bilateral 

Uncertainty 

Ophir 1.03% 1.03% 

Molectron 1.15% 1.10% 

Thermopile 

514 nm 

C.F. 

Discrepancy 

Bilateral 

Uncertainty 

Ophir 0.12% 0.99% 

Molectron 0.01% 0.99% 

 

THERMOPILE TRANSFER STANDARD 

INEQUIVALENCE CONTRIBUTIONS 

During the EUROMET study NIST applied 1 W for 

200 s while PTB applied the same power and 

wavelength for 600 s. The disparity in injection period, 

when applied to an uncompensated thermopile such as 

those used in the EUROMET study, yields an 

inequivalence of approximately 0.1 % due to increased 

cold-junction temperature. Figure 1 below depicts 

decreasing (interpolated) responsivity due to cold-

junction heating. 

 

Figure 1. Thermopile relative responsivity versus injection 

time 
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Spatial nonuniformity for a thermopile similar to those 

used during the EUROMET 2010  study, depicted in 

Figure 2 below, suggests a 2 mm alignment discrepancy 

can readily yield a responsivity variation exceeding 

1 %. 

The inequivalence attributable to differing injection 

periods and spatial nonuniformity suggests the cause of 

the apparent laboratory inequivalence. 

 

Figure 2. Typical thermopile relative spatial non-uniformity 

AN INTEGRATING SPHERE DETECTOR AS 

AN ALTERNATIVE TRANSFER STANDARD 

Integrating sphere detectors, with baffles and apertures 

configured for laser power measurement, offer an 

alternative tool for a watt-level comparison between 

NIST and PTB. For this study, LIGO’s calibration 

group provided a 100 mm fluoropolymer-lined 

integrating sphere identical to their Photon Calibrator 

detectors [3]. The spatial non-uniformity of this 

integrating sphere depicted in Figure 3 is an order-of-

magnitude below that of a thermopile. Empirically, the 

temperature sensitivity coefficient for the system is 

0.02 % to 0.1 % per Kelvin [4]. 

RESULTS AND DISCUSSION 

To be presented upon measurement completion at 

NEWRAD. 

CONCLUSION 

Observed inequivalence contributions arising from 

different laser power injection times and typical laser 

alignment discrepancies combined with spatial non-

uniformity 

 

 

Figure 3. Integrating sphere transfer standard relative spatial 

non-uniformity  

of the transfer standards used in the EUROMET 2010 

study suggest the cause of measurement discrepancy 

between NMIs. Resolution of measurement 

discrepancy between NIST and PTB validates the 

competency of both laboratories and the use of 

integrating spheres as transfer standards. For future 

comparisons, integrating sphere detectors may be used 

as transfer standards together with well-matched 

laboratory environments to reduce these uncertainty 

contributions by a factor of 10. Successful completion 

of this bilateral comparison enables a larger comparison 

validating the power scale of National Metrology 

Institutes for other GW observatory host countries to 

serve as an ongoing validation of the LIGO calibration 

program. 
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The high-temperature black body is widely used 

as a primary standard source for implementation 

of spectral irradiance units and can be used for 

spectral calibration of measuring instruments. 

Correct determination of a relation between 

spectral irradiance values of the primary standard 

and corresponding readings of a measuring 

instrument, and further obtaining a measurement 

result from this relation requires a suitably 

advanced system for making comparative 

measurements. The presented concept of a 

measurement system based on modern motion 

control components helped to achieve a high level 

of precision and accuracy while achieving better 

performance of the comparison procedure. 

PRIMARY STANDARD 

High-temperature black body radiators are widely 

used in national metrological institutes for 

implementation and maintenance of radiometric units 

[1].  The black body BB-PyroG-3000/32 adopted in 

the GL Optic laboratory was developed and 

manufactured by All-Russian Research Institute for 

Optical and Physical Measurements (VNIIOFI), 

Moscow. It belongs to a wide family of radiators 

developed in this research centre [2].  

The radiator is based on a stack of pyrolytic-

graphite rings forming a black body cavity. This 

cavity can be heated up to 3200 K with electric 

current flowing through the stack. The power supply 

equipped with a feedback system ensures 

stabilization of the black body temperature ± 0.02 K. 

During operation, the radiator interior must be filled 

with argon.  

The black body casing is water cooled. In the event 

of a power failure in the cooling water supply the 

radiator may be cooled by gravitationally supplied 

water from a reserve tank. The radiator’s properties 

are shown in Table 1. 

MEASUREMENTS AND METHODS 

Measurements of the spectral irradiance generated by 

a high-temperature radiator are carried out using a 

double monochromator MZDD3504i together with a 

set of detectors manufactured by SOL Instruments. 

These detectors are: photomultiplier, silicon diode 

and InGaS. Each of the Turner-Cherny scheme 

monochromators is equipped with automated 4-

grating turret and automatic slits. The straylight with 

20 nm 643.8 nm laser line is below 5x10-10. The 

instrument can measure spectral irradiance in the 

range 190-2400 nm.  

Table 1. Properties of BB-PyroG-3000/32 high-

temperature black body radiator. 

Maximum temperature 3200 K 

Aperture diameter 25 mm 

Cavity diameter 32 mm 

Emissivity in UV-VIS-IR ≥ 0.999 

Temperature resolution 0.01 K 

Temperature stability ± 0.02 K 

Support for HTFP yes 

 

The Planck’s law describes the spectral distribution 

of the power of optical radiation emitted by a black 

body in thermal equilibrium based on a set 

temperature. Correct determination of the 

temperature is thus crucial for the whole 

measurement process. To measure the actual 

temperature, a Chino IR-RST65H pyrometer was 

used. It is a monochromatic pyrometer using a silicon 

Figure 1. Cross section of the blackbody. 
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photodiode as a detector. The measurement is made 

at a wavelength of 650 nm. The diameter of the 

measurement field is 0.6 mm at the distance of 400 

mm. It helps to test the homogeneity of the black 

body emitting area. 

To ensure the most accurate temperature 

measurement, the pyrometer can be calibrated against 

the rhenium-carbon high temperature fix point 

(HTFP), when the HTFP cell is installed in the 

blackbody.  

The spectral irradiance measurement procedure 

consists of alternating measurements of the black 

body and a tested source for successive wavelengths 

within the assumed measurement range (Fig. 1). 

Changes in the position of the double monochromator 

have a significant impact on the total measurement 

time and may introduce additional misalignment 

errors.  

 

To ensure fast switching between the two 

measurement positions, the optical comparator uses 

servomotors with built in 23-bit absolute encoders 

dedicated to CNC machining tools. The solution used 

helped to achieve positioning with standard deviation 

of 5 µm and with switching time between both 

positions of about 1.5 s. 

The validation procedure revealed a  known 

problem [3] of absorption bands caused by molecular 

carbon or carbon compounds presented in Figure 3. 

The additional array spectroradiometer used in 

combination with a double monochromator helps to 

identify and correct the deviations from the Planckian 

spectrum. The results obtained from this instrument 

are used as input data to the correction algorithm.  

CONCLUSIONS 

The developed Spectral Irradiance Standard facility 

allows calibration with high efficiency (Figure 4). At 

the current stage the comparator is a subject of 

validation and comparative studies with national 

metrological institutes. The final results of these tests 

and the obtained calibration procedure times will be 

presented in the article following this abstract. 
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Figure 4. Optical comparator stand design. 

Figure 2. Spectrum with absorption bands. 
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Emerging applications require a calibration at 

1 W with greater accuracy than is currently 

available. Conventional free beam absolute 

electrical substitution radiometers (ESRs) operate 

at cryogenic conditions have historically provided 

the highest accuracy but operate at optical power 

levels < 2 mW. To improve the accuracy of 

calibrations at 1 W, we compare possible 

approaches to realize a primary standard for 1 W 

optical power measurements. We describe and 

evaluate two diverse concepts based on bolometer 

detectors: The first design is an adapted cryogenic 

approach while the second system is operating at 

room temperature (RT). With the proposed 

uncertainty budgets, we estimate an expanded 

uncertainty for the RT layout to be < 0.06 % (k = 2) 

while the cryogenic design approaches 

0.02 % (k = 2). 

INTRODUCTION 

Historically absolute ESRs operate at cryogenic 

temperatures have provided the most accurate laser 

power calibrations, accepting optical input power 

levels of up to 1.4 mW [1]. These devices are built for 

free beam operation where the beam impinges on the 

absorber area via a Brewster window. Such 

equipment allows a combined standard uncertainty of 

< 0.01 %. For higher optical power calibrations, RT 

primary standards can be used to achieve power 

levels in the order of several watts but with 

uncertainty of 0.5 % – 1 % (k = 2) in best case. 

However, there exist applications with the need for 

lower uncertainties for a 1 W optical power 

calibration such as the photon calibrator system (Pcal) 

of the LIGO experiment. In that case, the optical 

calibration of their Pcal is directly proportional to the 

gravitational wave detection performance [2]. 

A cryogenic primary standard capable of 

measuring 1 W of optical power has not been 

demonstrated, and the thermal management 

challenges are significant. At the same time, there 

have been advances in room temperature bolometers 

at moderate optical powers [3,4] that suggest that 

high accuracy could be obtained at 1 W with a RT 

absolute radiometer. If possible, one could realize 

significant cost savings and possibly better portability 

over a cryogenic radiometer. 

General requirements for a high accuracy 1 W 

radiometer include a nearly perfect absorber with a 

diameter > 8 mm to capture Gaussian beams up to 

3 mm (1/e2). A free beam operation in vacuum has to 

be ensured and thus a Brewster entrance window is 

used to transmit the beam to the absorber. 

The aim of this work is to provide a first 

comparison of the predicted performance of a RT 

radiometer to a cryogenic version by theoretically 

estimating the uncertainties associated with new 

ways of implementing an absolute ESR for measuring 

1 W optical power with planar bolometer detectors. 

CRYOGENIC DESIGN 

One of the major difficulties in a cryogenic high 

optical power approach is the dissipation of the heat 

generated by the absorber. We describe the design and 

modelled the performance of a heat link optimized for 

high laser powers. According to the heat map of a 

selected two stage mechanical cryocooler, powers 

> 2 W at temperatures above 5 K can be handled. We 

assume a cryocooler-stage plate with 1.4 Hz cyclic 

thermal fluctuation and an amplitude of ± 200 mK. 

For precise measurements a first 100× variation 

damping can be achieved with a thermal low-pass 

filter consisting of a beryllium copper ring 

dimensionally matching a readily available holmium 

copper (HoCu2) element. With a temperature rise 

from 7.5 K to 9.5 K the integrated heat flow is 4 W 

and provides control power to handle 1 W optical 

power. A similar, size reduced second thermal low-

pass filter (lead/HoCu2) allows an amplitude 

modulation suppression to ± 12 μK at a detector stage 

temperature of 11 K. The screwed-on reference block 

is made of oxygen free cooper (OFC) with high 

thermal conductivity. A commercial resistance bridge 

is used to monitor the heat sink thermistor for 

feedback controlling the integrated cartridge heater. 

As a heat link (detector/reference block) an 
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aluminium cylinder with a thermal conductance 

G = 1 W/K is mounted. For a seamless thermal 

contact, an OFC substrate is explosion bonded to the 

heat link prior to the spray-on carbon nanotube 

coating. A heater wire is wound around and is used as 

the electrical substitution heater for optical power 

measurements. The detector runs in an open loop 

where the temperature change is recorded in the 

centre of the OFC disk with a side mounted thin film 

resistor. 

Figure 1. Concept of the cryogenic design 

ROOM TEMPERATURE DESIGN 

We investigated a design derived from a recently 

published RT operated compact total irradiance 

monitor [3] and a RT planar absolute radiometer 

capable of measuring laser powers up to 300 mW [4]. 

These differential radiometers are based on vertically 

aligned carbon nanotubes (VACNTs) grown on 

silicon substrate [5] and offers an expanded 

uncertainty of < 0.06 % (k = 2). The operation 

principle is based on a detector pair: one detector 

measures the laser power and the other compensates 

for ambient temperature fluctuations. To adapt the 

designs presented in Refs. [3,4] to 1 W optical power, 

we assumed a 1 mm thick and 24 mm diameter 

silicon substrate. A spiral tungsten heater centred on 

the back of the detector and four low-noise 

thermistors near the edges of the detector chip 

reduces the inequivalence between optical and 

electrical powers [4]. Temperatures of the two 

detector chips are matched by connecting thermistors 

in a custom-made AC driven Wheatstone bridge and 

varying the electrical power to the measuring detector 

chip [3,4]. A heat link thermal conductance is 

designed to keep the detector temperature constantly 

at 303 K with respect to the temperature controlled 

base plate at 293 K. The heat link consisting of three 

stainless steel cylinders transports the heat load to the 

reference block. The reference block is temperature 

controlled with a thermo-electric cooler and a 

thermistor providing a thermal stability < 500 μK. 

UNCERTAINTY BUDGET 

We estimate uncertainty budgets for both 1 W 

cryogenic and RT radiometers. The major 

contributions for the uncertainty budget originate 

from the bolometer. We have estimated expected 

electrical heating inequivalence, VACNT properties 

such as non-uniformity, polarization dependence, the 

absorber reflectance, and the uncertainty in the 

transmission of the Brewster window. In the electrical 

power measurement we summarize the uncertainties 

in the voltage measurements. The dominant electrical 

noise component originates for both designs from the 

commercial resistor bridge for the heat sink thermal 

loop. The radiative coupling at cryogenic 

temperatures can be neglected by using highly 

reflective gold-coated components. However, for the 

RT layout we estimated the ambient temperature 

coupling and contributions from the thermal 

fluctuation in the reference block and heat link. In 

addition to the uncertainties of the Brewster window 

transmittance correction, the laser power drift and 

variations, the laser pointing stability and the changes 

in background radiation are integrated in the optical 

contribution. 

CONCLUSION 

The two presented ESRs having a similar detecting 

principle but antipodal working conditions result in 

comparable combined standard uncertainties. A first 

analysis of a cryogenic design that can manage the 

thermal load of a 1 W laser beam is described. Such 

a cryogenic radiometer is estimated to achieve an 

expanded uncertainty of 0.02 % (k = 2), a factor of 3 

better than the estimated expanded uncertainty of 

< 0.06 % (k = 2) for a RT design. Both designs show 

that better accuracy than is currently available is 

within reach. 
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An experimental optical system of two laser 

sources and a silicon photodetector was built to 

test the double laser radiometry technique. The 

final goal is to achieve nonlinear region in silicon 

photodiodes and deactivate surface recombination 

centres in such a way that photocurrent produced 

by the photodiode will increase. We observe the 

present limit of performance of the measurement 

system at the level of 0.08% 

INTRODUCTION 

Linearity is a necessary property for high precision 

optical detector. The absolute responsivity of a 

photodiode should be stable over a certain period and 

constant over a certain range of irradiance [1,2]. 

Nonlinearity is a phenomenon well known in silicon 

photodiodes. Estimation of photodetector 

nonlinearity is essential for precise measurements. 

Activation of recombination centres is one reason of 

uncertainty in photodiodes. Recombination centres 

appearing are metallic impurities, most notably silver, 

which combine with boron in silicon to form latent 

recombination centres, and which only become active 

during the passage of several years. Moisture 

penetration through the package to the device over a 

long period of time is also a possible cause of 

observed changes in the quantum efficiency of boron-

diffused devices over extended periods of time [2]. 

Moisture in conjunction with boron is suspected to 

cause recombination centres near the oxide-silicon 

interface, and moisture has been reported to 

neutralize the ionized boron acceptors by hydrogen 

injection creating a surface region depleted of ionized 

boron. Deactivation of recombination centres could 

increase the reliability of measurements. 

Characterising the supralinear region where 

recombination centres are deactivated will allow to 

increase the accuracy of measurements.  

     In this work, we built a custom developed 

optical setup to test the idea of double laser 

radiometry and check the availability of deactivation 

of surface recombination centers in silicon detectors. 

DOUBLE LASER RADIOMETRY SETUP 

The idea of the double laser radiometry technique is 

the usage of two laser sources simultaneously (Fig. 1): 

near infrared laser as a source of measured signal and 

blue laser for filling up recombination centres at the 

photodiode surface, because of small penetration 

depth. An optical chopper modulates near infrared 

light. The light spots from the two lasers coincide on 

the photodiode active area. The blue beam may 

deactivate recombination centres, so this technique 

can increase photodiode responsivity. The set-up 

consists of two CW diode laser sources with 

wavelengths of 405 nm and 785 nm. Near infrared 

light is attenuated with neutral density (ND) filter, 

polarizer and then modulated by optical chopper. 

Blue light is attenuated with ND filter in a filter wheel. 

Two beams are brought together with a dichroic 

mirror so light spots from the lasers overlap on the 

photodiode active area. We used a monitor detector to 

check near-infrared laser’s stability and a lock-in 

amplifier to measure the signal from the near-infrared 

laser. As only 785 nm light is modulated with the 

optical chopper, the lock-in amplifier measures only 

the near-infrared signal and the blue light signal is 

neglected. To detect changes in the weak signal we 

used a custom-built current-to-voltage converter 

(CVC) with an amplification of 103 and Stanford 

Research S830 lock-in amplifier. As the detector we 

chose Hamamatsu S2281 silicon photodiode and a 

custom-made predictable quantum efficient detector 

(PQED). The PQED consists of two induced junction 

photodiodes that are mounted in a wedged trap 

configuration for the reduction of reflectance losses 

[3].   

     The final goal is to study the supralinear region 

in PQED photodiodes and deactivate surface 

recombination centres in a such way that the overall 

Figure 1. Double laser radiometry optical system. 
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signal will increase when using the double laser 

technique.  

MEASUREMENTS AND DATA PROCESSING 

During the measurement process, the automatic filter 

wheel of blue light changed its position between two 

states: one with opaque ND filter with high 

absorbance and another one without any filter. In one 

position, the set-up records ten measurement points 

and then the filter wheel switches to another position. 

The monitor detector allowed correcting the near-

infrared laser signal instability. Figure 2 shows the 

relative difference in lock-in amplifier signal with 

and without blue light. 
 

     

     We used different power levels of the near-

infrared laser to study the tested photodiode (Fig. 3). 

During data processing all points from one ’’cycle’’ 

were averaged and compared with each other. Such 

 
Figure 3. Ratio of near-infrared laser signals from the lock-

in amplifier with 1.9 mW blue light off and blue light on. 

 

measurement allows checking the dependence on 

laser power, irradiation time, and other conditions. 

The limit of performance of the measurement is about 

0.08% as concluded from data points (Fig. 3). We 

seem to start achieving saturation region in the 

photodiode with the 465 μW signal.  

  

     We have also noticed that irradiation of the 

borders of the photosensitive area with the two lasers 

leads to reaching supralinear region at various power 

levels that coincides with results achieved earlier by 

Tanabe and Kenichi [4]. The next step is to conduct 

measurements with PQEDs to study possibility of 

deactivation of surface recombination centres. 
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The internal quantum efficiency of a Predictable 

Quantum Efficient Detector (PQED) was studied 

by experiments in the ultraviolet and visible 

wavelength region. We report and discuss the 

spectral quantum efficiency behaviour, which is 

quantitatively different in the PQED photodiodes 

as compared with Hamamatsu photodiodes.    

INTRODUCTION 

Accurate optical measurements are of great 

importance in photometry and radiometry. In these 

research fields, silicon (Si) photodiodes are widely 

used and they are the most appropriate photodetector 

for measuring power levels <1 mW of visible and 

ultraviolet (UV) light. The spectral responsivity of a 

quantum detector is given by  

𝑅(𝜆) =
𝑒𝜆

ℎ𝑐
(1 − 𝜌(𝜆))(1 − 𝛿(𝜆))(1 + 𝑔(𝜆)).                          (1) 

The factor 𝑒𝜆/ℎ𝑐 is the responsivity of an ideal 

quantum detector expressed by fundamental 

constants and the vacuum wavelength λ of the applied 

radiation. Parameters ρ(λ) and δ(λ) describe the 

spectral reflectance and internal quantum deficiency 

(IQD), respectively, and 1 + g(λ) is the quantum gain. 

Since Si bandgap is 1.12 eV at room temperature, UV 

photons have at least twice the energy corresponding 

to the bandgap energy in Si. For that reason, the 

generated charge carriers may have so much energy 

that they produce new electron-hole pairs by impact 

ionization. Understanding of the behaviour of internal 

quantum efficiency (IQE) in the UV region of the 

PQED photodiodes helps to evaluate photon flux 

more precisely in that spectral range.  

COLLECTION EFFICIENCY 

Silicon photodiodes can be produced by diffusing 

thin layers of impurity atoms on the surface of the Si 

wafer. The resulting collection probability model of 

charge carriers [1] in Fig. 1 describes the IQE of 

Hamamatsu photodiodes. In this three-parameter 

model the collection probability rises from a value of 

Pf ≈ 0.98 at the front of the photodiode to a value Pr 

≈ 0.999 over a distance T ≈ 0.3 µm and stays at Pr to 

the back of the photodiode.  

Figure 1. Models for variation of the collection probability 

P(x) with distance into a photodiode of thickness h. The 

black line shows the three-parameter model for 

Hamamatsu photodiodes [1]. The red line shows collection 

probability for the PQED photodiodes [2, 3]. 

Figure 2. Schematic diagram of the PQED photodiodes’ 

assembly. The blue arrows depict the incident beam. The 

beam undergoes seven absorptions and reflections at the 

photodiode surfaces before the remaining fraction of the 

beam exits through the entrance aperture [2]. 
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    For PQED photodiodes, the collection 

probability model of charge carriers is simple. When 

the PQED is reverse biased, the value is between 

1.0000 and 0.9999 throughout the photodiode 

thickness [2, 3] as shown in Figure 1. Such charge-

carrier collection probability is achieved by the 

induced-junction structure of the PQED photodiodes, 

which contains very few recombination centres 

formed by impurity atoms. 

EXPERIMENT AND DATA ANALYSIS 

The measurement setup consists of a xenon (Xe) light 

source, a single monochromator, a detector under test 

(PQED or a 3-element Si trap detector made of 

Hamamatsu photodiodes), a broadband wire-grid 

polarizer for producing light with different 

polarization states, and a reference pyroelectric 

radiometer calibrated for measurement of optical 

power. The PQED consists of two custom-made 

induced-junction Si photodiodes [2]. The 

photodiodes in the PQED are aligned so that seven 

specular reflections take place before the non-

absorbed fraction of light leaves the detector (Fig. 2). 

   Photocurrent signal from the test detectors was 

divided by the optical power obtained from the 

pyroelectric radiometer, to determine the measured 

spectral responsivity R(λ) of equation (1). To reduce 

noise in data, measurements were repeated several 

times and then averaged. After correcting for the 

effect of reflectance, factor 1 – ρ(λ) in equation (1), 

the IQE values corresponding to (1 – δ(λ))∙(1 + g(λ)) 

are obtained. 

RESULTS AND DISCUSSION 

Figure 3 shows the measured spectral responsivity for 

the PQED and the trap detector made of Hamamatsu 

photodiodes. The solid line shows the ideal spectral 

responsivity eλ/hc where each absorbed photon 

generates one electron-hole pair.  

   Figure 4 shows the IQE, where it can be clearly 

seen the differences between the PQED and 

Hamamatsu photodiodes. As the wavelength 

decreases below 450 nm, more photons are absorbed 

near the surface of the Hamamatsu photodiode. 

According to Figure 1, the collection probability of 

the trap detector is lower at the surface than in the 

bulk, and thus the IQE decreases clearly below 1. At 

the wavelengths below 350 nm, the quantum gain 

becomes significant and the IQE increases again 

above 1.  

    

   For the PQED photodiodes, the IQE remains 

constant for wavelengths down to 400 nm, agreeing 

with the model of the PQED charge-carrier collection 

probability of Fig. 1. At the UV wavelengths below 

400 nm, the IQE increases due to quantum gain, 

similar to the behaviour of Hamamatsu photodiodes. 

Impact ionization is determined by bulk properties of 

Si, whereas there is a significant difference in the 

charge-carrier losses due to impurity recombination 

centres in the two studied types of photodiodes.    
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Figure 3. Spectral responsivities of the PQED for S and P 

polarization, and spectral responsivity of the trap detector. 

For clarity, only the trend line is shown for the trap 

detector. The solid line depicts ideal responsivity of a 

quantum detector. 

Figure 4. Internal quantum efficiency of the PQED for S 

and P polarization, IQE of trap detector, and ideal IQE. 

Measured IQE of PQED is similar for P and S polarizations.  
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A modular photometric trap detector system has 

recently been developed at PTB. All parts of the 

detector are now completely calibrated. As a result, 

the new traceability chain for the realisation of the 

luminous intensity unit can be established for a 

first time. This contribution shows the results of 

the individual calibration steps. Improvements in 

the measurement setup used for carrying out most 

of the calibration steps in the traceability chain are 

described and the resulting effect on the 

measurement uncertainty is shown. The 

remaining steps along the way towards this new 

realization of the luminous intensity unit and its 

implications are discussed. 

THE MODULAR DETECTOR APPROACH 

The individual steps within the improved calibration 

strategy for realising the luminous intensity unit at 

PTB have been shown and described previously [1]. 

The modular detector system was developed 

specifically for this purpose. Its suitability for 

realising the traceability chain were checked 

beforehand based on thorough characterizations at 

the TULIP setup [2]. 

All necessary calibrations of the detector system 

have now been accomplished, which provides a 

glance of the final uncertainty achievable while 

following the new calibration strategy. 

CRYOGENIC RADIOMETER-BASED 

CALIBRATION OF THE TRAP DETECTOR 

The trap-detector was calibrated with respect to the 

spectral power responsivity at the laser-based 

cryogenic radiometer facility of PTB. It has been 

designed and is operated in a way to ensure the lowest 

possible uncertainties. The facility is equipped with a 

common Brewster window which means that 

cryogenic radiometer and trap-detector are irradiated 

through the same window. Thus, the correction for 

and the uncertainty contribution arising from the 

measurement of the transmittance of the Brewster 

window can be avoided. The detector cavity of the 

cryogenic radiometer and the trap-detector were 

irradiated at the same position with respect to the 

laser beam. Thus, the uncertainty contribution arising 

from the scattered radiation around the laser beam is 

drastically reduced. The calibration was carried out at 

19 wavelengths covering the spectral range from 

360 nm to 900 nm. The results are shown in Figure 1. 

The spectral power responsivities at the 19 

wavelengths need to be interpolated for further 

calibrations at the TULIP setup. Since silicon 

photodiodes are known for their aging and the 

measurements were done over the course of 5 months, 

the data points need a correction for this effect. As 

this detector was measured only once at this 

uncertainty level, the specific aging correction 

function is not available yet. Nevertheless, a 

correction will be estimated with a conservative 

uncertainty contribution based on known aging rates 

of similar trap detectors with the same type of 

photodiodes. 

CALIBRATION OF THE PHOTOMETRIC 

FILTER 

The realisation of the luminous intensity unit requires 

adapting the spectral responsivity of the detector 

system to the photometric standard observer. For this 

purpose, the modular trap detector system includes a 

𝑉(𝜆)  filter. The filter transmittance is measured 

relatively to a precision aperture deposited on a 

window as described in [1]. The measurements were 

Figure 1. Power responsivity of the trap detector (black 

symbols) calibrated against the cryogenic radiometer with 

a preliminary standard uncertainty (red symbols) 
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carried out using the femtosecond laser system at the 

TULIP setup. The results are shown in Figure 2.  

The major contributions to the uncertainty were 

yielded by the measurements of the laser wavelength 

with a spectrometer and the signal to noise ratio of the 

measured signals, combining the stability of the laser 

system and the electrical measurement. These 

uncertainty components of the filter transmittance 

contribute directly to the measurement uncertainty of 

the spectral irradiance responsivity of the 

photometric trap detector system and to the respective 

uncertainty of the luminous responsivity.  

IMPROVING THE CALIBRATION 

UNCERTAINTIES 

To enable a lower uncertainty of these calibration 

steps we have done improvements on the TULIP 

facility. As an additional radiant source, a mode-

locked picosecond laser system tuneable from 

230 nm to 2300 nm has been installed and is 

characterized for calibration of the trap detector. 

The picosecond laser offers several advantages 

for the measurements compared to the femtosecond 

system. The picosecond laser beam has a maximum 

spectral bandwidth of 0.5 nm within the spectral 

range of interest. This means that no bandpass 

additional limiting monochromator is needed. In 

addition, the wavelength of such a narrow spectral 

distribution can be measured directly by a laser 

spectrum analyser with an improved uncertainty 

compared to the conventional spectrometer that is 

used for measuring the wavelength of the 

femtosecond laser. 

The measurements of the filter transmission 

determining the spectral irradiance responsivity of 

the trap detector system are repeated following the 

upgrade of the TULIP setup by the picosecond laser 

system. The results of the new measurements will be 

compared to the existing ones.  

REALIZATION OF THE LUMINOUS 

INTENSITY UNIT 

Considering the above-mentioned measurements, the 

detector system can be ascribed with the spectral 

irradiance responsivity values and the associated 

uncertainties including correlations. Based on these 

values, the luminous responsivity can finally be 

assigned. 

A comparison between the current realization of 

the luminous intensity unit at PTB and the results 

obtained following the discussed calibration steps 

will be done. Nevertheless, this is just a first step 

towards implementing a new strategy for the 

traceability of the luminous intensity unit at PTB.  

Before implementing this new strategy, a 

thorough investigation of the new realization needs to 

be done with respect to the stability of this 

radiometric detector-based approach. This includes 

establishment of a network of calibrated detectors, 

determining their individual aging rates, 

implementing regular calibration of the multiple 

detectors, apertures, filters and a long-term 

observation of the values resulting from the new 

calibration strategy compared to the values of the unit 

currently maintained by a group of standard 

incandescent lamps. 
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Figure 2. Spectral transmittance of the photometric filter 

plotted on a logarithmic scale (black symbols) and the 

corresponding relative standard uncertainty (red 

symbols). 
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In this work we investigate an alternative method 

for thermal detection with the dual-mode optical 

power detector, which combines both thermal and 

photocurrent detection of optical power in one 

device. By applying electrical heat and optical heat 

simultaneously, rather than in two separate steps, 

a closed-loop feedback control can be used to 

maintain the temperature while opening and 

closing the laser power shutter. Measurements 

using the new method are compared to the old 

method, where optical heating was done with an 

open circuit, with no electrical current flowing. 

The results demonstrate that simultaneous optical 

and electrical heating of the photodiode during 

electrical substitution is possible. 

INTRODUCTION 

The EMPIR project chipS·CALe [1] aims to develop 

a self-calibrating optical power detector, where 

thermal detection of incoming radiation is used as a 

reference to determine the internal losses of the 

photodiode absorber. The incoming radiation is 

converted either to a photocurrent, as in a traditional 

photodiode, or to heat, using electrical substitution to 

determine the power of the absorbed radiation. The 

photodiode is used as the absorber in both modes. 

    The internal quantum deficiency (IQD) of the 

photodiode is found from: 

 𝛿(𝜆) =  1 −
𝑖𝑝ℎ𝑜𝑡𝑜

ΦT
⋅

ℎ𝑐

𝑒𝜆
 , (1) 

where ΦT is the absorbed optical power measured in 

thermal mode, 𝑖𝑝ℎ𝑜𝑡𝑜 is the measured photocurrent, 

𝜆  is the wavelength of the incoming radiation and 

ℎ, 𝑐 and 𝑒 are Planck’s constant, the speed of light 

in vacuum and the elementary charge, respectively.  

In thermal mode, all absorbed radiant energy is 

converted to heat, which is then compared to an 

equivalent amount of electrical heat with known 

power. In a conventional electrical substitution 

radiometer (ESR), the electrical heat is usually 

applied by an external heater attached to the absorber. 

However, in the dual-mode detector, the electrical 

heat is applied by a forward bias voltage across the 

photodiode. In this way, the electrical heat is 

dissipated inside the photodiode, and the amount of 

power is found from 𝑃 =  𝐼𝑉, where I and V are the 

measured current through and voltage across the 

photodiode. 

In our previous work on the dual-mode detector, 

optical and electrical heating were applied separately 

[2]. During optical heating, the electrical circuit was 

open, so no current could flow. This ensures that all 

absorbed power is converted to heat. 

In this work, we investigate the possibility of 

applying a forward bias voltage to the photodiode 

during optical heating. By applying optical and 

electrical power at the same time, the temperature can 

be maintained at a constant level, by adjusting the 

electrical power in a closed feedback loop. In this way, 

the thermal optical power measurement will be less 

time-consuming, since there is no need for 

temperature stabilisation between each time the 

shutter is opened or closed. The only stabilisation 

required after toggling the shutter is the settling of the 

PI control loop, which might take a few seconds.  

Furthermore, in designing the thermal link, there 

is a trade-off between time constant and signal level. 

Because closed loop operation is faster than the 

natural time constant of the detector, this method 

allows the thermal link to be designed to maximise 

the temperature signal and hence sensitivity. In 

addition, the detector will be less sensitive to ambient 

temperature variations, as the measurement can be 

carried out in less time. 

EXPERIMENT 

The dual-mode detector used in these measurements, 

shown in Fig. 1, is designed for room-temperature 

operation. The detector consists of a photodiode of 11 

Figure 1. Photograph of the dual-mode detector, showing 

the 11 mm x 11 mm photodiode, the PLA heat link (white) 

and the copper carrier heat sink. 
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mm x 11 mm, mounted on a PLA heat link and placed 

in a copper carrier serving as the heat sink. The 

temperature is monitored with two germanium 

thermistors, one between the photodiode and the PLA 

heat link, and the other on the copper carrier heat sink. 

During measurements, the detector was screwed on 

to an additional copper heat sink inside a vacuum 

chamber at room temperature and irradiated with a 

488 nm laser source. The heat sink was not 

temperature stabilised. Reflection losses are the same 

for both measurement modes and are hence irrelevant 

for the measurement of photodiode IQD.  

    In these measurements, made for demonstration 

purposes only, the electrical substitution was 

performed by switching between three levels: 

i. Low electrical heating 

ii. Optical + electrical heating 

iii. High electrical heating 

The power levels of (i) and (iii) where chosen such 

that the temperature was slightly below and above the 

temperature level at (ii), respectively. The total power 

level of step (ii) was calculated based on the known 

electrical power levels at steps (i) and (iii). The 

optical power was then found by subtracting the 

electrical power from the total power of step (ii). A 

complete measurement series consisted of an initial 

photocurrent measurement, followed by five or ten 

heating cycles, with a second photocurrent 

measurement at the end. The IQD from four different 

measurements were compared. In the first two 

measurements, a forward bias voltage was applied to 

the photodiode during optical heating, with the 

addition of 250 µW and 500 µW electrical power to 

the optical power of 500 µW. The last two 

measurements were performed with an open circuit 

during optical heating, the same way as in ref. 2, with 

an optical power of 500 µW and 750 µW.  

RESULTS AND FUTURE WORK 

The estimated IQD for the four different 

measurements is plotted in Fig. 2 and summarised in 

Table 1. The uncertainty given is the standard 

deviation of the mean.  

   The results show a deviation between the two 

methods of optical heating. The IQD when using an 

open circuit during optical heating is close to zero, 

and overlapping for different optical power levels, as 

expected. However, when applying an additional 

electrical power during optical heating, the estimated 

IQD increases with increasing electrical power, 

suggesting somehow an influence on the estimate of 

Φ𝑇   by unaccounted series resistance. The results 

vary more than expected, and a more detailed study is 

needed. However, this work shows that a forward 

biased operation of the dual-mode detector is possible. 

Table 1. Estimated optical power Φ𝑇 and internal losses 

𝛿  from dual-mode measurements, with and without 

additional electrical heating during optical heating. 
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Optical heating 

step:  

Estimated 

Φ𝑇 (µW): 

Estimated  

𝛿: 

Opt. 500 µW + 

250 µW el. 
507.5 ± 0.3 0.015 ± 0.0003 

Opt. 500 µW + 

500 µW el. 
509.5 ± 1.3 0.019 ± 0.002 

Optical 500 µW, 

open circuit 
499.2 ± 1.4 -0.0024 ± 0.0029 

Optical 750 µW, 

open circuit 
751.5 ± 1.0 0.0016 ± 0.0011 

Figure 2. Estimated IQD from dual-mode measurements, 

with optical power of 500 µW and additional 250 µW and 

500 µW electrical power, and optical heating with no 

additional electrical power at 500 µW and 750 µW power. 
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The uncertainty of detector-based radiance and 

irradiance responsivity calibrations in the short-

wave infrared (SWIR) traditionally has been 

limited to around 1% or higher by the low spatial 

uniformity of detectors used to transfer the scale 

from radiant power. Pyroelectric detectors offer a 

solution that avoids the spatial uniformity 

uncertainty, but also introduces additional 

complications due to alternating current (AC) 

measurement techniques; there is additional 

uncertainty when using lock-in amplifiers. Herein, 

a new method for low uncertainty irradiance 

responsivity calibrations in the SWIR is presented. 

An absolute irradiance responsivity scale was 

placed on a pyro-electric detector with total 

combined uncertainty (k=1) of 0.5% without using 

a lock-in amplifier. 

PYROELECTRIC IRRADIANCE SCALE 

At the National Institute of Standards and 

Technology (NIST), a method for calibrating 

instruments directly in irradiance or radiance mode 

using high power, narrow bandwidth lasers has been 

in use for about 20 years [1,2]. Typically, low 

uncertainties are achieved by traceability to the NIST 

Primary Optical Watt Radiometer (POWR) [3] and 

the NIST Aperture Measurement Facility [4]. In 

short, a transfer standard detector equipped with a 

precision aperture is calibrated by POWR with a laser 

in an underfilled configuration. Irradiance 

responsivity is therefore determined but the 

uncertainty is limited by the uniformity of the transfer 

detector. This method works well in the silicon 

detector region, where highly uniform trap detectors 

are available. In the short-wave infrared (SWIR), 

current indium gallium arsenide (InGaAs) or 

extended InGaAs (ex-InGaAs) detectors, for 

example, do not have sufficient uniformity. 

Pyroelectric detectors offer a potential solution to this 

problem where an irradiance scale traceable to 

POWR in the SWIR can be achieved with 

uncertainties approaching those obtained in the 

silicon spectral region. 

We use a pyroelectric detector with organic 

black coating as our transfer standard. The coating 

has low reflectance on the order of a few percent and 

the transmittance of the coated pyroelectric element 

is negligible. If the spectral reflectance, A(), of the 

detector can be measured independently over a 

desired wavelength range, then the spectral 

absorptance, A(), can be derived using Eq. (1). 

Because the power or irradiance responsivity of a 

pyroelectric detector is spectrally flat against 

absorptance [5], the responsivity of the detector over 

the entire wavelength range with measured 

reflectance can be determined by using a single tie 

point responsivity measured at a single wavelength in 

the silicon trap spectral range.  

 𝐴(𝜆) = 1 − 𝑅(𝜆) (1) 

ALTERNATING CURRENT SIGNAL 

PROCESSING 

Using a pyroelectric detector also introduces other 

problems for radiometric calibrations resulting from 

the requirement that an AC signal is measured. A 

typical strategy is to modulate the light source by a 

chopper and process the induced quasi-square 

waveform detector signal with a lock-in amplifier. 

The signal output from the lock-in amplifier is 

derived from the amplitude of the first harmonic of 

the waveform, which introduces the requirement of 

calibrating the lock-in amplifier used for a correction 

factor to determine the DC response of a test detector. 

Additionally, transient regions in the quasi-square 

waveform could cause large errors in the resulting 

output signal (i.e. there is a settling time that must be 

considered). 

In this work, we collected the AC waveform 

digitally using a modern high-sampling-rate analog-

to-digital converter (avoiding the use of a lock-in 

amplifier) as shown in Fig. 1, and removed unwanted 

portions of the transient regions to determine the DC 

offset signal with higher accuracy. For irradiance 

response measurements, where the pyroelectric 

detector has a relatively low signal-to-noise, this 
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method allowed us to maintain the main benefit of a 

lock-in amplifier, namely picking out modulated 

signals from high noise, without the added 

complications. At a chopping frequency of 10 Hz, we 

could also obtain a relatively large number of samples 

in a short amount of time (1-minute measurements 

yield 600 independent measurements) to yield better 

measurement standard deviation of the mean.  

Figure 1: Representative 10 Hz waveform data for the 

silicon trap (green) pyroelectric (orange) and monitor (blue) 

detectors. 

RESULTS 

Using this method, we have performed the scale 

transfer from a POWR-calibrated Si trap irradiance 

detector to a pyroelectric irradiance detector as shown 

in Fig. 2. The reflectance spectrum of the black 

coating was measured from 834 nm to 3393 nm on a 

witness pyroelectric detector sample representative of 

the actual detector absorptance manufactured in such 

a way to provide complete hemispherical access to 

the front surface while maintaining optically identical 

design as a real detector without the electrical 

connections. The irradiance scale was transferred 

from the silicon trap irradiance detector at 849 nm 

yielding the absolute spectral irradiance responsivity 

with a combined standard uncertainty (k=1) of 0.5%, 

where the dominant uncertainty components were the 

irradiance measurement standard deviation (due to 

low signal-to-noise of the pyroelectric detector) and 

the witness sample absorptance. 

SUMMARY 

Herein, we detail our efforts to provide a low 

uncertainty absolute irradiance responsivity scale in 

the SWIR using a pyro-electric detector. We used an 

AC detection method without a lock-in amplifier that 

simplifies the overall calibration chain by digitally 

processing the data. Current state-of-the-art 

irradiance responsivity calibrations in the SWIR 

typically have uncertainties on the order of 1% or 

more. In this work we achieved 0.5% (k=1) 

uncertainty for absolute irradiance responsivity using 

a pyroelectric detector. It should be noted that there is 

still room for improvement with these methods as 

described. First, we have only averaged our 

measurements over timescales of ~ 1 minute. Further 

improvements could be made simply for averaging 

longer time to reduce the measurement standard 

deviations. Second, there is room for improvement in 

the design of the pyroelectric detectors. Fabrication 

with less reflective coatings (for example by adding 

carbon nanotubes) could yield improvement in the 

irradiance scale transfer, which is reliant on the 

absorptance of the detector black coating.  

Figure 2: Absolute spectral irradiance responsivity of the 

pyroelectric detector determined from the witness sample 

reflectance and a tie point with the silicon trap detector at 

849 nm. 
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We have developed a generalized method for 

electrical substitution which can operate at time 

constants compatible with continuous-scan 

Fourier transform spectrometry, and have applied 

the method successfully to measure absolute 

detector spectral responsivity from 1.5 µm to 

11 µm. For this project we have also fabricated 

and characterized a carbon-nanotube planar 

bolometric radiometer optimized for this 

application. When combined, the new electrical-

substitution electronics and radiometer could 

provide high-resolution absolute spectral 

responsivity from 1.5 µm to 50 µm, calibrated 

directly against a primary standard detector. 

INTRODUCTION 

Absolute cryogenic radiometers (ACRs) are the basis 

for most detector-based optical power scale 

realizations, but these electrical-substitution (ES) 

primary standards are typically slow ( > 1 s) and of 

limited use for spectral calibrations. Cryogenic ES 

bolometers can be significantly faster [1,2] and the 

ES method can be generalized beyond shuttered 

measurements [3], so it is possible to realize a much 

more versatile and higher-speed ACR. These primary 

standard detectors can exploit the inherent noise 

advantage of AC measurements and can be coupled 

with continuous-scan Fourier transform 

spectrometers (FTS) for absolute spectral calibrations. 

We have developed electronics for electrical-

substitution-with-FTS (ES-FTS) and a new planar 

bolometric radiometer (PBR) with an absorber made 

from vertically-aligned carbon nanotubes (VACNTs). 

The electronics and related firmware can actively 

control the temperature of a bolometer experiencing 

any periodic optical signal, and the PBR has a time 

constant of around 10 ms. We have developed the ES-

FTS method and verified the function of the 

electronics with a test ES bolometer (ESB) [1], while 

fabricating the new PBR in parallel. 

The first application for the ES-FTS primary 

standard radiometer is for a detector comparator 

instrument which can measure absolute spectral 

responsivity of a detector-under-test (DUT) against 

the ACR. We have built-up and tested such an ES-

FTS detector comparator using a commercial FTS 

and our electronics. 

ES-FTS PROCEDURES AND ELECTRONICS 

The layout for our ES-FTS detector comparator is 

shown in Figure 1. Both the high-speed ACR and the 

DUT measure the same beam from the FTS, which 

can be focused (f/8) onto either detector with a 

parabolic mirror on a rotation stage. The electrical 

substitution can “keep up” with the metrology signals 

from the FTS when operating at a 100 Hz scan rate in 

continuous-scan mode. 

In typical “DC” electrical substitution an ACR is 

temperature-controlled while opening and closing a 

shutter in front of the beam: the extra heat required to 

maintain the temperature with shutter closed is 

equivalent to the optical power. Generalized electrical 

substitution depends on determining the electrical 

heating waveform which must be applied to the ACR 

heater in sync with the interferometric optical signal 

in order to achieve net AC signal near zero from the 

Figure 1. Spectral comparator layout with the following 

labeled components: 1) FTS, 2) spatial filter, 3) fold 

mirror, 4) rotating paraboloid, 5) ACR, 6) DUT, 7) ES-

FTS electronics, and 8) FPGA. 
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ACR thermistor. The governing relation for the ACR 

thermistor resistance is very similar to standard FTS 

relations, with the optical spectrum B() replaced by 

B()G(), where G() is the complex response 

(including gain and delays) of the ACR resistance. 

For a well-made ACR, there is an equivalence 

between applied optical and electrical power, and the 

governing relation is identical whether B() 

represents the optical or electrical spectrum. 

Determination of the required feedback function 

is made according to the following procedure: first, 

G() is estimated by measuring ACR thermistor 

response to a known electrical heater waveform; 

second, the estimated G() is used to calculate the 

heater waveform required to cancel the measured 

optical signal; third, this feedback is applied to cancel 

the optical pulse; then, all these steps are iterated 

starting from the remainder signal achieved in the 

third step. Multiple iterations are required to achieve 

good cancellation because ACR thermistor response 

as a function of power is not generally linear, but no 

more than 3 iterations are usually required to achieve 

cancellation > 99 %. Figure 2 is an example of 

successful cancellation of the ESB signal. After 

cancellation is achieved, the small leftover portion is 

averaged over many scans and quantified along with 

the electrical feedback power required to cancel the 

optical signal. 

 

The digital acquisition and feedback are 

controlled by a commercial field-programmable gate 

array (FPGA). Timing metrology signals fed from the 

FTS to the FPGA are used to sync the electrical and 

optical measurements. Seven channels of analog-to-

digital input to the FPGA include: 2 channels for FTS 

metrology, one for the ACR thermistor, 3 for the ACR 

heater, and one for the DUT. One channel of digital-

to-analog output sends the feedback signal to the 

ACR heater. 

HIGH-SPEED ES DETECTORS 

We have successfully tested our generalized ES 

method and electronics with a gold-black ESB 

detector [1], while developing an optimized carbon-

nanotube PBR in parallel. The ESB AC response has 

a 3 dB point (1/2 of max 

signal) at about 30 Hz, 

and the gold-black 

coating provides near-

unity absorption out to 

around 12 µm. Used in 

a cryostat with a BaF2 

window, it can serve as 

an ACR over the 

spectral range from 

1.5 µm to 11 µm. The 

PBR (which is shown in 

Figure 3) has been fabricated and characterized, and 

exhibits AC response with a 3 dB point at about 

100 Hz. The vertically-aligned carbon nanotubes 

provide near-unity absorption out to 50 µm, and in a 

cryostat with a CsI window the PBR is expected to 

serve as a high-speed ACR from 1.5 µm to 50 µm. 

CONCLUSIONS AND SUMMARY 

The ES-FTS method and electronics have been 

demonstrated, and we have developed a fast carbon 

nanotube PBR optimized for absolute spectral 

measurements with an FTS. The ES-FTS method has 

been applied to a detector spectral responsivity 

instrument, which can provide absolute spectral 

responsivity from direct comparison with an optical 

power primary standard detector. The last step of the 

project will be to operate the new PBR in ES-FTS 

mode, and to intercompare its measurements with 

those of legacy ACRs. 
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Figure 2. Open and closed loop data for an ES-FTS 

measurement with the ESB detector, showing > 99 % 

cancellation by feedback in the closed loop case. 
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Figure 3. Photo of PBR. 
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Traditionally, the optical power responsivity scale 

at NIST was transferred from cryogenic 

radiometers using various quasi-CW tuneable 

lasers from the UV to IR. While this technique 

achieves very low measurement uncertainty, there 

are several drawbacks that make routine 

calibration difficult. For example, the complex 

laser system requires well-trained personnel to 

operate. Wavelength tuning often requires manual 

adjustment of laser optics which makes the optical 

power measurement over many wavelengths very 

time consuming and labor intensive. Here, we 

describe a newly-developed system based on the 

supercontinuum source. This is a truly turn-key 

system and is fully automated such that many 

wavelengths over a wide range can be measured 

without human intervention. Most importantly, 

the typical detector calibration uncertainty of 

0.04 % (k=1) obtained in the visible spectral range 

is very comparable to those achieved with lasers 

and still better than usually required. 

INTRODUCTION 

In the last decade, NIST took advantage of the fast-

evolving optical technology and used the Primary 

Optical Watt Radiometer (POWR) cryogenic 

radiometer [1] in conjunction with tuneable quasi-

CW lasers to achieve measurement uncertainty in the 

10-4 level on optical power responsivity 

measurements. This forms the primary optical power 

responsivity scale which has been disseminated to 

many other metrology measurements at NIST. In the 

beginning days of the use of lasers as light sources 

with cryogenic radiometers, the general practice was 

to measure a few wavelengths in the silicon 

wavelength range as tie points and rely on the 

responsivity model [2] to fill in other wavelengths. As 

measurement uncertainty dropped, the trend today is 

to use tuneable lasers to directly measure a wide 

wavelength range at a typical wavelength interval of 

5 nm or 10 nm, thus eliminating uncertainties caused 

by spectral modelling. While this can be done [3], 

such fine-wavelength calibration requires months of 

effort with intensive labor. This is mainly caused by 

the frequent manual adjustment of the laser from 

wavelength to wavelength and the switching between 

several lasers in order to cover the entire wavelength 

range. An additional problem caused by using a 

narrow-band laser is the fringing effect which 

excludes calibration on windowed detectors. 

 To overcome these problems, we developed a new 

optical system that employs a broadband 

Supercontinuum (SC) source for detector optical 

power responsivity calibration while maintaining 

uncertainties comparable to those obtained by lasers.  

MEASUREMENT SETUP AND RESULTS 

Fig. 1 shows the basic schematic for POWR-based 

detector responsivity calibration using the SC. Our 

particular SC has a useable wavelength range from 

480 nm to just under 2000 nm, and newer versions 

have broader spectral range. The SC output is fiber-

coupled to a computer-controlled monochromator 

(labelled LLTF in Fig. 1). The output is a slightly 

divergent laser-like beam with about 1 nm bandwidth. 

Figure 1. POWR based detector responsivity 

measurement setup. 
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The wavelength of the beam is calibrated by a 

spectrograph which, in turn, was calibrated by 

spectral lamps.  

  Downstream from the LLTF, the beam passes 

through a polarizer followed by an intensity stabilizer. 

Then it is spatially filtered, re-polarized, re-

collimated, and directed into POWR or the test 

detectors. The incident light onto POWR and test 

detectors has a diameter of about 1 mm and a typical 

power on the order of 100 µW. Great care was taken 

to shape the light beam to ensure the beam underfills 

POWR and the test detectors with minimum stray 

light. The system is fully automated and controlled by 

a single computer which commands the wavelength 

of the LLTF, the stage or the placement of POWR and 

test detectors, and acquires all signals from POWR, 

monitor diode, and test detectors.  

 Fig. 2 shows the calibrated External Quantum 

Efficiency (EQE) of a 6-element trap detector T04 

using the SC/LLTF from 480 nm to 1000 nm at a 5 nm 

interval.  

 

Also shown in Fig. 2 for comparison are the power 

responsivities of the same detector measured in 

previous years using tuneable lasers. Other than the 

short wavelength end, where the detector is known to 

degrade over the years, and the long wavelength end, 

where the detector is subject more to temperature 

variation, there is good agreement between 

calibrations using tuneable lasers and SC/LLTF and 

the variation is well within the measurement 

uncertainty. Notice the regular and high-density 

nature of the data for SC/LLFT calibration as 

compared to the more sparse and irregularly-spaced 

data points when tuneable lasers were used. 

  Fig. 3 shows the estimated overall standard 

uncertainty of the trap detector responsivity using 

SC/LLTF. Other than the long end of the wavelength 

range, the uncertainty is generally under 0.04 %. This 

compares favourably with the 0.02 % to 0.03 % 

uncertainty obtained by calibration using tuneable 

lasers. The slight increase in overall uncertainty is 

mainly due to the increased wavelength uncertainty 

of the much wider bandwidth of ~ 1 nm of the 

SC/LLTF. In addition to the trap detector calibrations, 

we have also used this system for calibrating many 

single element photodiodes, both windowed and non-

windowed, such as Si and InGaAs detectors, with 

satisfactory results. 

CONCLUSION AND OUTLOOK 

We have shown that SC/LLTF can be used as a light 

source for ACR-based power responsivity calibration 

with comparable uncertainty as using tuneable lasers. 

Without the complex laser system, this much 

simplified system is fully automated and can calibrate 

many wavelengths automatically. For calibrations 

involving a wide wavelength range with many 

wavelengths, this system can reduce the measurement 

time from months to days. At NIST, our current 

strategy for maintaining our power responsivity scale 

is to use the SC/LLTF system for routine calibration 

while operating our tuneable lasers only at a few 

selected wavelengths to serve as a validation of 

SC/LLTF calibration. 
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Figure 3. Power responsivity of trap detector T04 

measured with tunable lasers and SC. 

Figure 2. Estimated relative overall uncertainty on the trap 

responsivity at k=1. 
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The currently used single photon detectors in 

quantum technology fields are silicon single-

photon avalanche diodes (Si-SPADs). The most 

crucial parameter in those applications is the 

detection efficiency of those detectors. We have 

participated in the pilot study of the CCPR WG-

SP TG 11 for determining the detection efficiency 

of Si-SPADs single-photon detectors at a 

wavelength of 850 nm in free-space beam using the 

double attenuation filter protocol. Using various 

lasers, we have extended our measurements from 

500 nm to 900 nm. In this paper, we propose a 

novel method where an integrating sphere is used 

as the (second) attenuator. Our first experimental 

results show that the wavelength dependence of 

the detection efficiency of our Si-SPADs using the 

sphere attenuation method follow the same curve 

as the one determined by the absolute detection 

substitution technique. 

INTRODUCTION 

For determining the detection efficiency of Si-SPAD 

detectors two approaches can be used: the two-photon 

correlation technique [1] or the detection substitution 

technique, which uses a strongly attenuated laser and 

a reference detector [2]. In the pilot study of the 

CCPR WG-SP TG 11, the latter technique is used. We 

have also participated in this pilot study (measuring 

detection efficiency at 850 nm) but also extended our 

measurements to the wavelength range from 500 to 

900 nm using various lasers in order to determine the 

wavelength dependence of the detection efficiency of 

our Si-SPADs. Because we wanted to use our 

tuneable-pulsed laser which is tuneable from 200 nm 

to 2000 nm, we had to develop an alternative method 

for measuring the detection efficiency. This owing to 

the fact that the photon flux per laser pulse (100 J in 

a pulse duration of 4 ns) is very high and the standard 

filter attenuation method fails owing to saturation 

effects in the reference detector and the impossibility 

to create single photon flux at the position of the 

SPAD. 

EXPERIMENTAL SETUP 

When one uses the detection substitution technique, 

typically two strong attenuation filters are required in 

order to link the sensitive range of the Si-reference 

detector and the single photon-counting mode of the 

SPAD. In our sphere attenuation setup, we basically 

replace the second attenuation filter by an integration 

sphere and decrease the photon flux to the single 

photon counting level by separating the SPAD by a 

large distance from one of the exit ports of the sphere. 

At the same time, we measure the photon flux in the 

integrating sphere by a Si-reference detector, 

allowing us to link the single-photon counting rate at 

the SPAD to the SI-traceable photon flux reference. 

Figure 1 shows the experimental setup:  

 

Figure 1. Experimental setup for the integrating 

sphere attenuation method. 

 

The pulsed laser beam is directed into the entrance 

port of the integrating sphere. This entry beam is 

strongly attenuated such that the reference Si-detector 

can still operate in a linear non-saturating mode. The 

Si-SPAD is placed at a sufficiently large distance 

(typically more than 1 m) from a second port of the 

integrating sphere such that the photon flux is 

substantially reduced to a single-photon counting 

level at the position of the Si-SPAD. The Si-reference 

detector signal is measured by a low-noise current 
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meter with a good signal-to-noise at 10-10 A. The 

single photon count rate of the SPAD is measured by 

counting the digital pulses from the SPAD in a time 

controller which is triggered by the pulsed laser. In 

order to be sure that one is operating in the single-

photon counting mode, typically most laser pulse 

triggers do not create a SPAD signal. In our setup we 

measured in the average 30 counts per second at a 

laser repetition rate of 1 kHz.  

RESULTS 

Using the detection substitution technique [2] we 

have measured the absolute detection efficiency of 

our various Si-SPADs using our tuneable Ti:sapphire 

laser pumped by a diode-pumped solid-state laser at 

532 nm. The following figure 2 shows our 

experimental results: 

 

Figure 2. Results comparing our sphere attenuation 

method (relative measurement) to absolutely 

calibrated values. 

 

Most of the data points in figure 2 are absolute 

detection efficiencies for the various Si-SPADs and 

laser wavelengths using the detection substitution 

technique. Superimposed are the (relative) detection 

efficiencies as determined by our pulsed laser and 

sphere attenuation technique. These results are shown 

as red triangles, which are connected by a dotted line 

(for visualization this relative detection efficiencies 

are fixed to the 850 nm absolute detection efficiency 

result). 

CONCLUSION 

Using our sphere attenuation method in combination 

with a continuously wavelength tuneable pulsed laser, 

we found a fast way to measure the wavelength 

dependence of the detection efficiency of a Si-SPAD 

(relative measurement). We would like to note that 

this sphere attenuation method could be converted to 

an absolute method when all the geometrical factors 

in figure 1 are known within the required 

uncertainties. One of the critical issues of our method 

will be the uncertainties produced by the stray light 

coming from sources other than the exit window of 

the integrating sphere directed to the Si-SPAD. 
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To reduce calibration uncertainties of
spectroradiometers, we developed a detector-
based method for calibrating spectroradiometers
directly (one-step) against transfer-standard trap
detectors using a tunable laser. Recently, we
conducted more research on spectroradiometer’s
wavelength calibration and the uncertainty was
reduced to approximately 0.25 % (k = 2), which is
much smaller than that using the conventional
calibration method based on transfer-standard
lamps. The calibrated spectroradiometer is also a
new transfer-standard detector for spectral
irradiance or radiance scale.

1. INTRODUCTION

Traditionally, spectroradiometers have been
calibrated using transfer-standard broadband light
sources such as 1000 W FEL lamps (or deuterium
lamps in the ultra-violet region). Using this source-
based calibration method, the uncertainty of a
spectroradiometer, dominated by the uncertainty of
transfer-standard light sources [1], is typically about
1 % in the visible to infrared region and much larger
in the ultra-violet region. Compared to transfer-
standard detectors the transfer-standard light sources
(which are mostly discontinued by the lamp
manufacturers) have quite large uncertainties, mainly
resulting from the long chain of calibrations to
establish their traceability. For example, the spectral
irradiance of a 1000 W FEL lamp is derived and
transferred in sequence from (1) primary cryogenic
radiometer, (2) transfer-standard trap detector, (3)
reference field radiometer, (4) gold point blackbody,
and (5) high temperature blackbody.
  To reduce the calibration uncertainty, we
developed a new detector-based method for
calibrating spectroradiometers directly (one-step)
against transfer-standard trap detectors using a fully
automated tuneable laser [2]. This method was
improved recently, mainly on spectroradiometer’s
wavelength calibration and the calibration
uncertainty for a spectroradiometer’s spectral
irradiance responsivity was reduced to approximately
0.25 % (k = 2). A spectroradiometer calibrated using

this low-uncertainty method can become a new
transfer-standard detector for spectral irradiance or
radiance scale which can then be transferred again to
other detectors or even sources for further
downstream dissemination.

2. THE NEW CALIBRATION METHOD

A schematic for calibration of an irradiance
spectroradiometer is shown in Figure 1.  A 1000 Hz,
fully automated tunable (210 nm to 2400 nm) optical
parametric oscillator (OPO) laser is used for this
calibration. The bandwidth of the OPO laser is
approximately 0.2 nm in the visible region. A laser
spectrum analyser (LSA) is used for measurement of
the wavelength of OPO laser. The wavelength scale
of the spectroradiometer is calibrated against the LSA
with a standard uncertainty on the order of a
picometer [3].

The calibration is based on the measurement of
the total energy of a pulsed OPO train. The length of
the pulsed OPO train, controlled by a laser shutter,
can vary from 1 s to 10 s depending on the laser power.
A monitor detector is mounted near the test
spectroradiometer or the transfer-standard trap
detector to measure the relative total energy of an
OPO pulse train. The calibration uses the substitution
method where the transfer-standard trap detector and
the irradiance probe of the test spectroradiometer are
positioned, in turn, to the center of the optical beam.
Two charge integrators (not shown in Figure 1) are
used for simultaneous measurements of the total
electric charge in unit of coulomb: one for the

1 kHz OPO

50 mm
integrating

sphere
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Multimode
fiber Spectroradiometer

Pulse train, i(t)

Laser spectrum
analyzer

Single
mode fiber

Irradiance probe

Standard Trap
detector

Monitor detector

Laser
shutter

Figure 1. Schematic of the new calibration method
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transfer-standard trap detector and the other for the 
monitor detector.

Before the calibration, the stray light of the 
spectroradiometer is characterized such that all 
ensuing measurements are corrected [4] for out-of-
band contribution.

For this calibration, we measured both line 
spread functions (LSFs) and slit scattering functions 
(SSFs) of the spectroradiometer under test. An LSF 
describes the response as a function the pixel for a 
given wavelength, while an SSF is the response of a 
pixel as a function of the wavelength for a given pixel. 
The LSF calibration does not require fine tuning of 
the laser wavelength to obtain the responsivity at a 
wavelength. Therefore, fixed wavelength lasers can 
be used to calibrate or check the responsivities of the 
spectroradiometer. 

3. RESULTS OF CALIBRATION

Several CCD-array spectroradiometers were 
calibrated to validate the new calibration method. 
Figure 2 shows a measurement repeatability when 

using the LSF method. Also, both LSF method and 
SSF method were used for calibrating a 
spectroradiometer. The agreement of the calibration 
results for this spectroradiometer is shown in Figure 3, 

which is approximately 0.1 %. The calibration result 

using the LSF method is also compared with that 
obtained using a transfer-standard FEL lamp and the 
agreement is within the combined expanded 
uncertainty (k = 2) of the two methods (Figure 4). 

4. SUMMARY

A fully automated method was developed for 
calibrating spectroradiometers directly (one-step) 
against transfer-standard trap detectors using a 
tunable laser. This new calibration method not only 
reduces spectroradiometer’s calibration uncertainties 
but also enables a new approach to realize spectral 
irradiance or radiance scale. Each calibrated 
spectroradiometer is, in fact, a new detector-based 
transfer standard that can further calibrate secondary 
transfer-standard instruments and even transfer-
standard sources for disseminating spectral irradiance 
and radiance scales with small uncertainties.
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A new monochromator-based cryogenic 

radiometer facility has been set up at the China 

National Institute of Metrology. The realization 

of the spectral responsivity scale in near infrared 

spectral range is presented based on the 

cryogenic radiometer facility which covers 

spectral range from 900 nm to 1600 nm. The 

uncertainty of spectral responsivity of the 

transfer standard detector is analysed.  

INTRODUCTION 

Lasers are commonly used at discrete 

wavelengths when calibrating responsivities of 

photodetectors against a cryogenic radiometer (CR) 

[1]. However, it is complicated and expensive to set 

up a laser system covering continuous wide 

spectrum. A monochromator and broadband source 

method then becomes a convenient alternative to 

lasers [2, 3]. A new cryogenic radiometer facility 

was installed for spectral responsivity realization at 

NIM, which works with a monochromator and a 

supercontinuum white light source to increase signal 

level. InGaAs trap detectors were developed as 

transfer standards, and their spectral responsivity 

was calibrated against the new cryogenic radiometer 

facility.  

MONOCHROMATOR-BASED CRYOGENIC 

RADIOMETER FACILITY  

Facility 

The configuration of the new facility is shown in 

Figure 1. The system consists of a light source unit, 

a double monochromator unit, and a transfer unit. In 

the light source unit, different types of sources 

(QTH lamp, laser and supercontinuum light source) 

are mounted on a linear translation stage for 

alignment to the monochromator entrance slit. The 

double monochromator unit includes a predisperser 

prism and a transmission grating for low stray light 

and high throughput. The transfer unit includes a Y 

shape mechanism system connected to the same 

incident window, two vacuum chambers for 

cryogenic radiometer and transfer detector 

respectively, and a translation stage for switching 

between the two chambers automatically. 

 
Figure 1. Schematic diagram of the NIM 

monochromator-based cryogenic radiometer facility for 

detector calibrations.  

Principle 

The spectral responsivity measurement process is 

Detector-CR-Detector type, in which transfer 

standard detector and cryogenic radiometer are 

alternatively aligned into the same optical beam. The 

detector output current is amplified and measured by 

voltmeter. The spectral responsivity of transfer 

standard detector at certain wavelength can be 

calculated as: 

( ) ( )1 1B 2 2B

ACR

EH

/ 2S S S S
R k

P

− + −  =      (1) 

where R is the responsivity of the transfer standard 

detector to be measured, PEH is the effective heating 

power measured by cryogenic radiometer, S1 and S2 

are the detector output current before and after 

cryogenic radiometer measurement, S1B and S2B are 

the background current, and kACR is the correction 

coefficient for the cavity absorptance, non-

equivalent effect and the stray light. 

Transfer standard 

For near infrared spectral range, a three-element 

reflection InGaAs trap is used as transfer standard. 

The photodiodes are with a 10mm diameter circular 

sensitive area. The non-uniformity, polarization 

effect and angular dependence of the InGaAs trap 

detector are measured to ensure its performance as a 

transfer standard. 
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Source power stability 

For the supercontinuum white light source, the 

power stability is improved significantly by an 

external power feedback unit. The power stability 

measurement, with a standard derivation of roughly 

0.01%. 

RESULTS 

Under the condition of supercontinuum source 

and monochromator, and an optical power level of 

~20W at 1550nm, power responsivity measured by 

cryogenic radiometer is shown in Figure 2, with a 

relative standard derivation of less than 0.01%.  

 
 

Figure 2.  Power responsivity repeatability of transfer 

standard against cryogenic radiometer at 1550nm.   

Spectral responsivity of the InGaAs trap detector 

calibrated against cryogenic radiometer is shown in 

Figure 3.  

 

Figure 3.  Spectral responsivity measurement result of 

InGaAs trap detector based on monochromator 

Uncertainty induced by stray light, wavelength 

accuracy, bandwidth effect, geometrical effect, and 

polarization effect are evaluated. To evaluate 

uncertainty induced by supercontinuum light source, 

an InGaAs trap detector is calibrated directly against 

the cryogenic radiometer using laser and 

supercontinuum light source both at a certain 

wavelength. The responsivities of InGaAs trap 

detector at 950nm for the two types of sources are 

measured and analysed. 

Measurement uncertainty budget of responsivity 

of the InGaAs trap detector at 1550nm is shown in 

Table 1.  

 

Table 1. Uncertainty of responsivity of the InGaAs trap 

detector at 1550nm 

Source Uncertainty (%) 

Cavity absorptance and non-

equivalence effects 
0.01 

Radiometer external electrical 

calibration 
0.01 

Beam geometrical effect 0.01 

IV amplifier and Voltmeter 0.01 

Polarization effect 0.01 

Bandwidth effect 0.01 

Wavelength accuracy 0.01 

Repeatability 0.01 

Combined standard uncertainty 0.03 

CONCLUSION 

A new cryogenic radiometer facility was set up at 

NIM working with monochromator and a 

supercontinuum white light source. As a transfer 

standard, performance of an InGaAs trap detector 

has been characterized. Spectral responsivity is 

realized and maintained by transfer standard 

covering spectral range from 900nm to 1600 nm.  
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An absolute irradiance responsivity calibration 

system with diode laser light sources at three 

wavelengths is presented. This system is based on 

an optical detector with a silicon photodiode and a 

uniform light source combined with an integrating 

sphere. The expanded uncertainty of the absolute 

irradiance responsivity has been analysed to be 

0.55–0.57% (k = 2). 

INTRODUCTION 

Diode lasers emitting red, green, and blue coloured 

light are favourable for use as light sources in optical 

products such as laser- based projectors and displays 

[1,2] and laser-based lighting [3]. In these laser-based 

products, an immediate advantage of using these 

tricolour laser lights for displays and lighting is the 

wide colour gamut that is available in comparison 

with light-emitting diode and other light emitting 

devices. The use of diode lasers also helps us to 

fabricate energy saving and compact optical products, 

even though gas lasers and solid-state lasers with a 

wide range of wavelengths are available. The diode 

lasers used in these products are occasionally quasi-

monochromatic spectrum such as multimode 

oscillation, asymmetric spectrum, and wavelength 

width more than several nanometres. Accurate 

measurements are required to manage such light 

source and to assure the reliability and safety of these 

laser-based products. 

In the fields of using laser-based projectors, 

displays, and lighting, not only these absolute optical 

flux evaluations but also photometric evaluations are 

required because they relate with vision in humans. 

Colorimetric evaluation is also required to achieve 

the desired chromaticity coordinate, which is to 

measure the lasers’ spectral distributions and the 

intensity ratio of the tricolour laser wavelengths. In 

photometric and colorimetric evaluations, however, 

large spectral mismatches of the colour matching 

functions standardized by the CIE would generate 

within quasi-monochromatic spectrum of the diode 

laser. These mismatches would cause a white colour 

imbalance with red, green, and red colour lasers and 

deviations from the desired photometric values. 

Therefore, radiometric evaluation with tricolour laser 

light sources is an appropriate technique for more 

accurately evaluating laser-based products with 

optical detectors. We focus on absolute irradiance 

responsivity and report on a method to calibrate it 

using tricolour light source based on diode lasers in 

order to cover a wide dynamic optical flux range 

extending over six orders of magnitude. We also 

discuss the uncertainties of the calibration system. 

IRRADIANCE RESPONSIVITY 

CALIBRATION 

A detector-based system with laser diodes was 

selected for use in calibrating absolute irradiance 

responsivity values. This calibration system is 

consisted of a uniform light source combined an 

integrating sphere with tricolor laser and an optical 

detector based on a silicon (Si) photodiode (PD) 

(Hamamatsu S2281) as shown in Figure 1. A knife-

edged-aperture was chosen to accurately define the 

irradiation area of the light source. The standard 

optical detector was calibrated for the absolute 

responsivity in units of amperes per watt (A/W) and 

the linearity of the optical response with respect to the 

incident flux. The roundness and diameter of the 

knife-edged-aperture were evaluated. 

The light source created with an integrating 

sphere and tricolor laser is adequate for calibrating 

the absolute irradiance responsivity of the standard 

optical detector in terms of its uniformity. The tricolor 

Figure 1. Schematic diagram of irradiance responsivity 

calibration system with tricolour laser light source.  
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laser was produced by two Fabry-Perot laser diodes 

(FPLDs) and a diode-pumped solid state (DPSS) laser. 

The incident wavelengths were 452 and 665 nm for 

the FPLDs and 532 nm for the DPSS laser. A speckle 

reducer was installed in front of the integrating sphere 

in order to create a spatially uniform light source. 

The light source and the standard optical 

detector were mounted on the perpendicular and 

horizontal rotation stages and XYZ axis translation 

stages. These stages were used so that the detector 

surface and the light source surface radiated from a 

port of the integrating sphere were parallel. The 

center of the detector was adjusted to be at the same 

height as the center of the light source. Three baffles 

were installed to shield from the stray light caused by 

the incident laser light to the integrating sphere and 

the light emitted from a port of the integrating sphere. 

To validate the feasibility of our absolute calibration 

system, a test optical detector was also installed. The 

test optical detector consisted of a commercial Si PD 

(Hamamatsu S1227-1010) and an accurate knife-

edged-aperture. The detection surfaces of the 

standard and test optical detectors were adjusted to 

the same position using a CMOS camera that was 

vertically installed perpendicular to the two detection 

surfaces. 

The following model formula was applied 

for evaluating the uncertainty factors for the absolute 

irradiance responsivity in terms of the standard 

optical detector and for deriving the combined 

standard uncertainty.  

 𝑅 =
𝑆∙𝜋∙𝑟2

(1−𝐶𝜃∙𝜃)(1−𝐶𝜑∙𝜑)
∙ 𝑘𝑁𝐿 ∙ 𝑘𝑢𝑛𝑖 ∙ 𝑘𝑑𝑖𝑠 (1) 

where S is the spectral responsivity of the standard 

optical detector, r is the radius of the aperture, C and 

C are the coefficient of the change in irradiance 

responsivity due to perpendicular and horizontal 

angular deviations,   and  are the perpendicular 

angular deviation, kNL is the correction of the 

nonlinearity of the standard optical detector, kuni is the 

correction due to the non-uniformity of the light 

source, and kdis is the correction due to the distance 

difference between the standard and test optical 

detectors.  

Table 1 shows the uncertainty budget for 

evaluating the irradiance responsivity at 532 nm. A 

comparison of the irradiance responsivity evaluations 

conducted on the two optical detectors was performed. 

The uncertainty of the comparison evaluation was 

estimated from the standard deviation of the 

evaluation result. The expanded uncertainty at 532 

nm was obtained within 0.55%. In the same manner, 

the expanded uncertainties at the wavelengths of 452 

and 665 nm were obtained within 0.57 and 0.55%, 

respectively. 

Table 1. Uncertainty budget for evaluation of irradiance 

responsivity at 532 nm.  

Uncertainty contribution  Relative uncertainty 

Absolute responsivity of the standard 

optical detector  
0.07% 

Roundness and diameter of the knife-

edged-aperture  
0.03% 

Linearity of the standard optical detector 0.12% 

Uniformity of the light source 0.14% 

Horizontal angular deviation of the 

standard optical detector  
0.01% 

Perpendicular angular deviation of the 

standard optical detector  
0.02% 

Horizontal angular deviation of the light 

source 
0.01% 

Perpendicular angular deviation of the 

light source  
0.02% 

Distance difference between two 

detectors 
0.19% 

Repeated comparison measurement 0.01% 

Combined standard uncertainty 0.27% 

Expanded uncertainty (k = 2)  0.55% 

CONSLUTION 

A calibration system of the absolute irradiance 

responsivity using diode laser emitting at three 

wavelengths has been developed. This system 

enables us to evaluate the absolute irradiance at the 

rage of 10-4 W/m2 to 102 W/m2. The radiometric 

performance of the system has been thoroughly 

investigated by considering all sources of uncertainty 

and their contributions to the uncertainty budget. The 

expanded uncertainties from 0.55 to 0.57% (k = 2) in 

irradiance responsivity have been attained. We can 

conclude that our proposed calibration system of 

irradiance responsivity based on tricolour laser light 

was successfully demonstrated. This system is 

expected to help us to perform radiometric and 

colorimetric evaluations of the tricolour laser-based 

products and applications such as displays and 

lighting.  
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The Physikalisch-Technische Bundesanstalt (PTB) 

has set up a portable collection of mid-infrared 

(MIR) laser radiation sources for the application 

at different measurement facilities. Primarily, 

these lasers can be used at a cryogenic electrical 

substitution radiometer facility to enable absolute 

calibrations of the spectral responsivity of MIR 

detectors traceable to the International System of 

Units (SI). Besides, it is intended to use the MIR 

lasers also at a detector comparator facility to 

disseminate the spectral responsivity from the 

absolutely calibrated transfer standards to other 

detectors. As a first step, the expanded cryogenic 

electrical substitution radiometer facility has been 

used to calibrate thermopile and pyroelectric 

detectors for the use as transfer detector standards. 

INTRODUCTION 

Currently, the calibration of detectors in the spectral 

range of the near-infrared (NIR) and mid-infrared is 

of increasing importance, e.g. for remote sensing [1] 

or radiation thermometry [2]. In general, these 

applications need traceability to the International 

System of Units. Therefore, the PTB is expanding its 

capabilities of realization and dissemination of the 

spectral responsivity from the NIR into the MIR. 

At the PTB, the measurement of radiant power 

for the calibration of detectors in view of their 

spectral responsivity is performed with cryogenic 

electrical substitutions radiometers as national 

primary detector standards [3]. One of these 

cryogenic electrical substitution radiometer facilities 

has been extended with different MIR lasers as 

radiation sources. Additionally, these MIR lasers can 

also be used at another MIR detector comparator 

facility which is set up mainly for the calibration of 

customer detectors. A number of different thermal 

detectors have been characterized and calibrated at 

the extended cryogenic electrical substitution 

radiometer facility for the use as MIR transfer 

standards. 

 

CALIBRATION OF MIR TRANSFER 

STANDARDS WITH CRYOGENIC 

ELECTRICAL SUBSTITUTION 

RADIOMETER 

Cryogenic electrical substitution radiometers are 

usually used as national primary standards for the 

measurement of radiant power. By implementing a 

CO2-laser (10.6 µm) and a quantum cascade laser 

(QCL, 3.96 µm and 9.45 µm) at one of PTB´s 

cryogenic electrical substitution radiometer facilities, 

absolute detector calibrations of the spectral 

responsivity in the MIR were enabled (Fig. 1). The 

calibrations are usually performed at power levels 

between 1 µW and 1 mW. The laser radiant power 

can be adjusted by using an attenuator.  

The lasers are used to irradiate a diaphragm of 

2.4 mm diameter. This diaphragm is then imaged onto 

the plane of the detector aperture. Additional baffles 

are used to reduce stray radiation to a minimum 

which otherwise causes errors if the apertures of the 

compared detectors are diverging. The MIR beam 

profile including the amount of stray radiation in the 

plane of the detector aperture is characterized by 

scanning the profile using a detector which has a 

known aperture size. An additional monitor detector 

can be applied if necessary. 

 

Figure 1. MIR detector calibration facility with cryogenic 

electrical substitution radiometer and MIR lasers. 

45



The facility was used to calibrate the spectral 

responsivity of windowless thermopile detectors 

(TS-76 from the Leibnitz-Institut für Photonische 

Technologien e.V.) and windowless pyroelectric 

detectors (InfraTec GmbH). The properties of these 

types of detectors have been improved by an 

optimized and thermally stabilized detector housing 

design [4].  

The measurement principle of these thermal 

detectors is based on the heating effect of an absorber 

area. Therefore, the detector responsivity should be 

spectrally more or less constant assuming that the 

absorptance of the incident radiant power is 

independent of the wavelength. Fig. 2 shows results 

of spectral responsivity calibrations of a thermopile 

detector TS-76. In fact, a slight dependency of the 

spectral responsivity on the wavelength has been 

found. A linear approximation seems to be sufficient 

for an interpolation of the spectral responsivity s() 

between the results at the laser wavelengths. However, 

this result underlines the importance of measuring the 

spectral responsivity at different wavelengths. 

The relative standard measurement uncertainties 

of the spectral responsivity determined with MIR 

lasers against the cryogenic electrical substitution 

radiometer range between 1.3% and 3.6%. The main 

uncertainty contributions for the calibration of the 

spectral responsivity is caused by the correction due 

to stray radiation and the noise of detector, cryogenic 

radiometer and radiation source. A further uncertainty 

contribution is caused by the measurement of the 

ZnSe window transmittances. Based on these 

calibrations, the TS-76 thermopile detectors and 

pyroelectric detectors were established as MIR 

transfer standards for the measurement of radiant 

power. 

OUTLOOK: MIR DETECTOR COMPARATOR 

FACILITY  

The PTB is building a new detector comparator 

facility for calibrations in the MIR to disseminate the 

spectral responsivity from the transfer detector 

standards to other customer detectors (Fig. 3). This 

facility also uses the portable MIR lasers as radiation 

sources and furthermore a thermal, broad-band 

radiation source in combination with a 

monochromator setup to calibrate detectors at any 

desired wavelength by using the interpolated spectral 

responsivity s() of the transfer standards. 
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Figure 3. MIR detector comparator facility with MIR 

lasers and monochromator. 
Figure 2. Spectral responsivity s() of a thermopile 

detector TS-76, measured with a supercontinuum laser 

(blue), a QCL (red) and a CO2-laser (brown), including 

the standard measurement uncertainty. 
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This paper describes how the Standards and 
Calibration Laboratory interpolates the 
responsivity of trap detectors measured by a 
cryogenic radiometer at 7 wavelengths to the 
spectral range 400 nm to 800 nm and evaluates the 
uncertainties using Monte Carlo method. 

INTRODUCTION 

The Standards and Calibration Laboratory (SCL) has 
recently set up a cryogenic radiometer for calibration 
of spectral responsivity of trap detectors built from 
silicon photodiodes. The spectral responsivity, 
denoted by Si, i = 1 to 7, are measured at the output 
wavelengths of a krypton ion laser, namely 406.7 nm, 
413.1 nm, 476.2 nm, 530.9 nm, 568.2 nm, 647.1 nm 
and 799.3 nm. To apply the trap detector for 
measurement work, these results need to be 
interpolated to the spectral range of 400 nm to 800 
nm and the measurement uncertainties evaluated. 
The interpolation can be performed by purely 
mathematical functions such as polynomials or by 
fitting a physical model for the photodiodes [1]. SCL 
adopts the latter way to perform the interpolation.  
This paper also describes how the uncertainties are 
evaluated using Monte Carlo method (MCM).  

RESPONSIVITY MODEL  

The spectral responsivity S(λ) at wavelength λ is 
given by, 

 𝑆(𝜆) =
(1−𝑟(𝜆))𝜂𝑖(𝜆)𝑛𝑎𝑖𝑟𝜆𝑒

ℎ𝑐
 (1) 

where r(λ) and ηi(λ) are the reflectivity and 
internal quantum efficiency of the photodiode, nair is 
the refractive index of air, e is the electron charge and 
h is the Planck constant. ηi(λ) can be obtained using 
the following equation [2][3], 

𝑛𝑖(𝜆) = 𝑃𝑓 +
1−𝑃𝑓

𝛼(𝜆)𝑇
(1 − 𝑒−𝛼(𝜆)𝑇) −

1−𝑃𝑏

𝛼(𝜆)(𝐷−𝑇)
(𝑒−𝛼(𝜆)𝑇 − 𝑒−𝛼(𝜆)𝐷) − 𝑃𝑏𝑒

−𝛼(𝜆)𝑤 +

𝑅𝑏𝑎𝑐𝑘𝑒
−𝛼(𝜆)𝑤𝑃𝑏 (2) 

where α(λ) and w are the absorption coefficient 
and thickness of the photodiode, Pf is the collection 
efficiency at the silicon dioxide/silicon interface and 
Pb is the value at the bulk, T is the depth of the p-n 
junction and D is the depth of the bulk region. Rback is 
the reflection coefficient at the back of the 
photodiode and this term is only required for 

interpolation to wavelengths longer than 920 nm [2].  
Its value is treated as zero in this paper. 

An interpolation function for α(λ) is given in [3] 
as follows where A1 = 0.53086 m-1, A2 = 0.469643 
m, A3 = -0.28801 m-2 , A4 = -0.988739, A5 = 
0.282028 m-1 and λ0 = 0.256897 m. 

 𝛼(𝜆) = 𝐴1𝑒
𝐴2

(𝜆−𝜆0) + 𝐴3𝜆+𝐴4𝜆
−1+𝐴5 (3) 

The reflectivity r(λ) takes the following form 
with the parameters obtained from prior information 
or by fitting [3]. In this paper the parameters for r(λ) 
are not fitted since there are insufficient data.  

 𝑟(𝜆) = 𝑎𝑒
𝑏

𝜆 + 𝑐𝜆 + 𝑑 (4) 

INTERPOLATION PROCEDURE AND 

UNCERTAINTIES EVALUATION 

The responsivity S(λ) is calculated using (1) to (4). 
The 4 parameters (Pf, T, Pb, D) of the model are 
obtained by least squares fitting to the Si data. The 
thickness w is assigned a value of 400 μm and not 
fitted. The Nelder-Mead (NM) algorithm [4] is used 
for searching the minimum of the residual error.  

The interpolation procedure can be viewed as a 
measurement model in the GUM framework (GUF) 
[5] having Si as input quantities and the responsivity 
S(λ) as output quantity. Since the NM algorithm is not 
a differentiable function, the GUF might not be 
directly applicable to derive the uncertainties of S(λ). 
According to GUM Supplement 1 [6], MCM may be 
a suitable choice for this uncertainty evaluation. 

A method to derive the uncertainty of S(λ) was 
described in [1]. Responsivity measured at 9 
wavelengths were firstly fitted to the model in [2] to 
obtain the uncertainties and correlations of the 4 
parameters Pf, T, Pb and D.  These uncertainties were 
then propagated to S(λ) using the physical model.  

SCL applies MCM to generate random samples 
for the input quantities, perform model fitting and 
calculate S(λ) in each trial. The uncertainty is 
obtained by summing up the results from a large 
number of trials. In the past, SCL had developed a 
software tool in Visual C and Visual Basic for 
Application (VBA) with Microsoft Excel as frontend 
user interface to evaluate uncertainties using MCM. 
This software was adapted for this application. The 
measurement model is encoded in VBA which 
includes the NM algorithm and equations (1) to (4). 
The values of Si are entered in an Excel worksheet 
with an example shown in Table 1. They are taken to 
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have Gaussian probability density function (pdf) with 
relative standard uncertainty of 0.03 % (converted to 
absolute values in the table). Since these data were 
measured by the same cryogenic radiometer, they are 
correlated and the correlations should be considered 
in the uncertainty evaluation [1]. It is estimated that 
the correlation coefficient between them is 0.5. A 
method to generate multivariate Gaussian 
distribution is described in section 6.4.8 of [6]. 

 

λ pdf * value std  uncert Correlation Coefficient 

406.7 G 0.319342 0.000096 1 0.5 0.5 0.5 0.5 0.5 0.5 

413.1 G 0.325138 0.000098   1 0.5 0.5 0.5 0.5 0.5 

476.2 G 0.380091 0.000114     1 0.5 0.5 0.5 0.5 

530.9 G 0.425322 0.000128       1 0.5 0.5 0.5 

568.2 G 0.455770 0.000137         1 0.5 0.5 

647.1 G 0.519709 0.000156           1 0.5 

799.3 G 0.642299 0.000193             1 

*G=Gaussian 
Table 1. An example of input quantities 

 
Since the responsivity model is non-linear, the 

user might need to experiment with the starting 
values of the NM algorithm to achieve good results. 
It will be a good idea to view the distribution of the 
fitted parameters to judge if the fitting has worked 
well. An example of the pdf of the Pf  parameter after 
100000 MCM trials is shown in Figure 1(a). 

 

 
 

 

Figure 1. (a) pdf of Pf ,  (b) Histogram of χ2  

RESULTS AND DISCUSSIONS 

Model fitting will not be perfect. There will be 
residual error in each fitting. The χ2 parameter 
defined below can be used to assess the goodness of 
fit [1]. M is a vector of the fitting errors (S(λ) – Si). Ux 
is the variance covariance matrix of the input 
quantities. N and P are the number of inputs and 
fitting parameters. The χ2 varies vastly for different 
MCM trials. The histogram of χ2 for 100000 MCM 
trials is shown in Figure 1(b) 

 𝜒2 = 𝑀𝑇𝑈𝑥
−1𝑀/(𝑁 − 𝑃) (6) 

The residual should be included in the 
uncertainty of S(λ). Different ways to handle this 
component will have great impact on the reported 
uncertainty as depicted in the MCM computation 
results shown in Figure 2. The dots E indicate the 
uncertainties of the input quantities to facilitate 
comparison. 

Curve A does not include the uncertainty due to 
fitting. It indicates the uncertainty of S(λ) arising 
from that of Si alone. Curve C is obtained by adding 

to curve A the uncertainty due to individual fitting in 
each MCM trial. The values are much larger than 
other curves due to the variation of fitting quality in 
different MCM trials as shown in Figure 1(b). A 
possible explanation is that the model might not fit 
well when random values are added to Si. Curve C 
therefore does not represent well the uncertainty of 
S(λ) and should not be used. Curve B is curve A 
adding a fixed uncertainty component representing 
the fitting error at Si. Although the MCM makes a 
large number of trials, the only set of S(λ) that we will 
use in future work is the set calculated from Si. Hence 
curve B is a good representation of the uncertainty of 
S(λ).  Curve D is similar to curve A except that the 
correlations between the input quantities are treated 
as zero. The result shows the importance of 
considering the correlations of input quantities.  

 

 
Figure 2. Results of the Monte Carlo computation 

CONCLUSION  

A procedure for interpolating responsivity and 
evaluating uncertainty using MCM was described.  
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The advent of single-photon detection capabilities 

has enabled rapid advancements in many areas 

including quantum measurements and quantum 

communication [1-2]. Recently, numerous 

national metrology institutes have established 

their own detection-efficiency calibration 

methodologies for single-photon detectors (SPDs) 

[3-4]. Here, we report the establishment of a free-

space SPD efficiency calibration system at NRC 

utilizing an attenuation-based substitution 

technique [3]. The measured detection efficiencies 

of commercial silicon single-photon avalanche 

photodiodes are traceable to the NRC optical 

power scale. To validate this new system, SPD 

detection efficiencies were also measured at NIST, 

using a calibration set-up described in Ref. [4]. 

The results of these measurements will be 

presented.    

 

SI-TRACEABLE QUANTUM RADIOMETRY 

The substitution and attenuation technique for 

measuring detection efficiency enables a single-

photon detector (SPD) to be directly compared to a 

transfer standard detector (TSD), making the 

calibration traceable to the absolute cryogenic 

radiometer, the primary standard for the NRC 

optical power scale (Fig. 1).  

 

 

 

 

 

 

 

 

 

 

NRC CALIBRATION APPARATUS 

 

Our experimental setup is depicted in Fig. 2. In this 

calibration method, multiple filters are used to 

attenuate the incident power of the input laser beam 

at 850 nm to a level measurable by the SPD, on the 

order of femtowatt.   

 

 

 

 

 

 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The SPAD under test is mounted on a 3-dimensional 

computer-controlled stage, allowing the single 

photons to be optimally positioned on the active area 

of the SPAD (Fig. 3).  

 

 

 

 

 

 

 

Transfer Standard Detector 

Single-Photon Detector 

NRC Absolute Cryogenic Radiometer 

Fig. 2. Measurement setup: (a) a schematic diagram and 

(b) a photo. AMP: amplifier, BS: beam splitter, MON: 

laser intensity monitoring detector, INTs: intensity 

controllers, ATTs: neutral density filters, SPAD: single-

photon avalanche diode. 

Fig. 1. Traceability chain of a SPD detection-efficiency 

calibration.  

(a) 

(b) 
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Fig. 4. Measurement results. (a) Detection efficiencies 

are measured at various input intensity levels, and 

compared to measurements performed at NIST. (b) The 

NIST SPAD calibration system [4]. 

Table 1. Uncertainty budget. Uncertainties are evaluated 

at the level of NSPAD=102895 counts per second. 

 

 

 

 

 

 

 

 

 

 

 

COMPARISON TO NIST CALIBRATION 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CONCLUSION 

 

We demonstrate a newly constructed apparatus and 

results for SI-traceable detection-efficiency 

measurements of free-space single-photon detectors. 

Our automated system has the capability to measure 

the uniformity of the active area of the single-photon 

detector under test which increases measurement 

accuracy and reproducibility. The measured average 

detection efficiency agrees with measurements 

performed at NIST, within measurement uncertainty. 

Further improvement to reduce measurement 

uncertainties at the low photon-flux level can be 

made by utilizing low-noise and high-gain transfer 

standard detector amplifier and alternate attenuation 

technique.  
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Fig. 3. Detection-response spatial uniformity. A laser 

beam with a focal size of 17 μm  scans the SPAD 

detection window. An active area diameter (plateau) of 160 

μm is measured. 

(a) 

(b) 
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Semiconductor photodiodes are widely used for 

the dissemination of radiometric scales. For the 

extreme and vacuum ultraviolet spectral range 

(i.e., wavelengths between 10 nm and 200 nm) the 

performance of these devices does not suffice 

with respect to homogeneity and stability because 

of the extreme surface sensitivity. For future scale 

inter-comparisons, suitable detectors still have to 

be identified.  

INTRODUCTION 

In the spectral ranges with wavelengths below 

200 nm, synchrotron radiation based realizations of 

radiometric scales have been established through the 

last three decades using electric substitution radio-

meters as primary detector standards [1]. Although 

different detector types can be used as secondary 

(transfer) standards, semiconductor photodiodes are 

widely used, e.g. due to their handiness. 

PTB maintains a scale of spectral responsivity 

using synchrotron radiation from the BESSY II and 

MLS electron storage rings and electrical 

substitution radiometers in the spectral ranges from 

UV (400 nm or 3 eV) to hard X-rays (60 keV or 

20  pm). The scale is maintained by the use of 

different semiconductor photodiodes depending on 

the respective sub-range, e.g. Si np- and PtSi-nSi 

Schottky-, and PIN type.  

VUV/EUV DETECTOR CALIBRATION 

UNCERTAINTY BUDGET 

The calibration uncertainty and, thus, the possible 

accuracy of the scale of spectral responsivity, is 

mainly determined by the contributions listed in 

Table 1. Main contributions arise from the light 

source, i.e. the synchrotron radiation from the elec-

tron storage ring which is monochromatized by a 

grating- or crystal monochromator. The monochro-

matized radiation, however, is not spectrally pure 

but contains unwanted higher-order and diffuse 

scatter contributions. The intensity has to be moni-

tored to normalize for the decreasing electron 

current stored in the storage ring and changes of the   

 

Figure 1. Scale of the spectral responsivity of 

semiconductor photodiodes by PTB using monochro-

matized synchrotron radiation at BESSY II (SX700, 

FCM, BAMline) and MLS (NIM, EUVR/not shown 

here). 

monochromator transmission over wavelength or by 

aging of optical components.  

 

Table 1. Example uncertainty budget for the 

measurement of the spectral responsivity of a photodiode 

at 60 nm using monochromatized synchrotron radiation. 

Quantity 
Uncertainty 

contribution (k=1) 

ESR power  0.04 

BL stability (norm.) 0.15 

stray light, 

higher orders 
0.15 

photocurrent measurement 0.35 

detector non-linearity 0.1 

detector non-uniformity 0.2 

total 0.46 

 

However, the detector itself significantly 

contributes to the measurement uncertainty if it 

shows non-uniformity in responsivity over the active 

surface. Since the beam has a certain (sometimes 

wavelength-dependent) size, and the position 

accuracy of the detector with respect to the beam is 
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limited, this leads to variations of the measured 

signal. Moreover, in the VUV and EUV spectral 

ranges, any detector is known to suffer from 

responsivity degradation (from contamination as 

well as from radiation-induced damage). It can occur 

already under illumination in the sub-microwatt 

radiant power regime during the calibration process. 

If the non-uniformity exceeds the other uncertainty 

contributions, the diode quality is not sufficient to 

act as suitable reference detector. 

DETECTOR EXAMPLES 

AXUV100G Si-np photodiodes have established as 

well-proven radiometric standard photodiodes over a 

wide spectral range since they entered the market 

decades ago. Their extremely thin top oxide layer 

makes them suitable also for VUV/EUV radiation, 

where in certain regions the absorption length is less 

than 10 nm. However, it got obvious very soon that 

in particular between 40 nm and 170 nm, already 

moderate irradiation causes significant (local) 

damage [2]. Radiation-hardened photodiodes like 

the SXUV100 or PtSi-nSi Schottky SUV-100 type 

have drawbacks e.g. a much lower responsivity. To 

our knowledge, there is still no commercial 

semiconductor photodiode which meets all relevant 

requirements (e.g. high responsivity, size, uniformity, 

linearity, radiation hardness, availability). 

Moreover, in the recent years, we observed 

significant quality losses (regarding uniformity, 

Figure 2) of some of commercially available 

standard detector types. Other, new types of 

detectors (e.g. B-Si type [3] or metal-SiC-Schottky 

devices [4]) showed promising results, however, still 

have not reached a commercial level for VUV use.  

PREVIOUS SCALE COMPARISONS 

In the decade before 2010, intercomparisons 

between NMIs took place in the EUV (10 nm to 

20 nm) [5] spectral range as well as in the VUV 

range (135 nm to 250 nm) [6]. Although the results 

indicated that the scale agreement between the NMIs 

was well within the combined stated uncertainties, it 

got obvious already then that the characteristics and 

use of the transfer devices was the limiting factor. 

Going beyond these existing results, therefore, first 

of all requires transfer photodiodes with improved 

characteristics. Even a reproduction of the previous 

results will not be possible with the presently 

available detectors.  
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Figure 2. Relative responsivity at wavelengths of 120 nm 

(VUV) and 13.5 nm (EUV) of a recent example Si 

photodiode over its active surface area (interpolation with 

colour scale showing relative changes to the maximum). 

52



Advancements in NRC’s Primary Spectral Irradiance Scale Realisation     

A. Gamouras, D. J. Woods, É. Côté, and A. A. Gaertner  

National Research Council Canada (NRC), Ottawa, Canada  

Corresponding e-mail address: angela.gamouras@nrc-cnrc.gc.ca 

 

The primary spectral irradiance scale at the 

National Research Council (NRC) Canada has 

transitioned from a detector-based approach in 

the range of 700 nm to 1600 nm to a detector and 

source-based realisation from 250 nm to 2500 nm. 

A high temperature blackbody (HTBB) is now the 

primary light source for the calibration of FEL 

spectral irradiance standard lamps. The 

thermodynamic temperature of the HTBB is 

measured using an NRC-designed wide-band 

filter radiometer, with spectral responsivity 

traceable to the NRC optical power scale. The 

design of the NRC spectral irradiance facility, 

measurement procedure, and uncertainty analysis 

will be discussed. 

INTRODUCTION 

Over the past decade, the National Research Council 

(NRC) Canada has been developing a new facility for 

a source and detector-based primary realisation of the 

spectral irradiance scale [1]. The previous scale for 

spectral irradiance measurements from 250 nm to 

2500 nm at NRC was a composite of three sources of 

traceability in different wavelength regions. In the 

spectral range of 300 nm to 700 nm, the scale was 

maintained on 500 W quartz-halogen lamps 

calibrated using the CIE World Mean of 1975 scale. 

From 250 nm to 300 nm and from 1600 nm to 2500 

nm, the scale was traceable to FEL lamps purchased 

from the National Institute of Standards and 

Technology in the United States. In the near infrared 

range from 700 nm to 1600 nm, NRC realised the 

spectral irradiance scale by using interference filters 

and absolute radiometers to calibrate tungsten-

halogen lamps [2]. NRC now has a spectral irradiance 

facility equipped with a high temperature black body 

(HTBB) which is implemented as a primary light 

source. The thermodynamic temperature of the 

HTBB is measured using a wide-band filter 

radiometer [3], which has a spectral responsivity 

calibration traceable to the NRC cryogenic 

radiometer, giving a source and detector-based 

spectral irradiance scale realisation (Fig. 1). 

SPECTRAL IRRADIANCE FACILITY 

A simplified diagram of the NRC primary spectral 

irradiance measurement facility is shown in Figure 2. 

The HTBB in this facility is model BB3500M, 

manufactured by VNIIOFI, Russia. Two FEL lamp 

stations and the HTBB are installed on separate 

optical tables. The filter radiometer and 

monochromator system are installed on a third optical 

table equipped with a rail and lead screw system as 

well as a linear encoder which facilitates two metres 

of translation. A custom software program enables the 

automatic positioning of different sources and 

detectors: alignment positioning of the HTBB and 

filter radiometer, the HTBB and monochromator, and 

of the FEL lamps and monochromator. For spectral 

data collection, a single grating, one metre focal 

length, monochromator was used with various 

combinations of two diffraction gratings (blaze of 

Figure 2. Schematic diagram of the NRC primary spectral 

irradiance facility. 

NRC Absolute Cryogenic Radiometer 

Transfer Radiometers 

Filter Radiometer for 

HTBB Temperature Measurement 

FEL Lamp  

Figure 1. Optical radiation traceability chain for the NRC 

spectral irradiance scale. 
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400 nm or 2700 nm) and three photodetectors 

(photomultiplier tube (PMT), Si, and InSb detectors) 

to cover the range of 250 nm to 2500 nm. 

MEASUREMENT PROCEDURE 

The irradiance of the HTBB depends on its 

thermodynamic temperature as well as several 

geometric factors: 

𝑬𝝀,𝑯𝑻𝑩𝑩 = (
𝝅𝒓𝑯𝑻𝑩𝑩

𝟐

(𝒅𝟐+𝒓𝑭𝑹
𝟐 +𝒓𝑯𝑻𝑩𝑩

𝟐 )
) × (

𝟐𝜺𝒉𝒄𝟐

𝝀𝟓𝒏𝟐𝒆
𝒉𝒄

𝒏𝝀𝒌𝑻⁄ −𝟏
)(1) 

where T is the thermodynamic temperature of the 

HTBB, 𝑟𝐻𝑇𝐵𝐵  and 𝑟𝐹𝑅  are the radii of the HTBB 

and filter radiometer precision apertures, d is the 

distance between these apertures, 𝜀  is the HTBB 

emissivity, h is the Planck constant, c is the speed of 

light, n is the refractive index of air, and k is the 

Boltzmann constant. For spectral irradiance 

measurements, the HTBB is operated at a temperature 

of 2950 K. The first step of the measurement 

procedure is the determination of T using the wide-

band filter radiometer. The monochromator system is 

then implemented to collect spectral data from the 

HTBB output. T is then measured a second time to 

verify temperature stability of the HTBB. Spectral 

data from an FEL lamp is then collected using the 

monochromator system. The spectral irradiance of an 

FEL standard lamp, 𝐸𝜆,𝐹𝐸𝐿, at a given wavelength 𝜆, 

is then determined using the equation: 

           𝐸𝜆,𝐹𝐸𝐿 = 𝐸𝜆,𝐻𝑇𝐵𝐵
𝑆𝜆,𝐹𝐸𝐿

𝑆𝜆,𝐻𝑇𝐵𝐵
    (2)      

where 𝑆𝜆,𝐹𝐸𝐿  and 𝑆𝜆,𝐻𝑇𝐵𝐵  are the measured FEL 

lamp and HTBB photodetector signals from the 

monochromator system. 

MEASUREMENT UNCERTAINTIES 

The total uncertainty for the calibration of FEL 

standard lamps depends on the uncertainties in the 

scale realisation as well as in the lamps spectra and 

electrical current measurements. The majority of the 

uncertainties in the scale realisation rely on the 

determination of T, which have been most recently 

discussed in Ref. 4. A similar approach to uncertainty 

evaluation is taken in this work, where a sensitivity 

coefficient is used to convert the relative value of 

each uncertainty component to an uncertainty in T. 

Relative values of the filter radiometer calibration, 

𝑟𝐹𝑅 , d, 𝑟𝐻𝑇𝐵𝐵,  HTBB radiance uniformity, HTBB 

emissivity, and n [5] are taken into account. For the 

FEL lamp measurements, the lamp to monochromator 

distance, current stability as well as repeatability and 

reproducibility of the spectral measurements are 

considered. Spectral irradiance data for the HTBB at 

2950 K and for a 1000 W FEL lamp, as well as their 

associated uncertainties, are shown in Figure 3. 

SUMMARY 

NRC now has a complete primary spectral irradiance 

scale from 250 nm to 2500 nm. A HTBB is 

implemented as a standard radiometric source and an 

NRC-designed filter radiometer, with spectral 

responsivity traceable to the NRC absolute cryogenic 

radiometer, is utilized to measure the thermodynamic 

temperature of the HTBB. This source and detector-

based realisation will be the basis for calibrating 1000 

W FEL spectral irradiance standard lamps. 
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Figure 3. Measured FEL lamp (1000 W) and HTBB (2950 

K) irradiance data with associated uncertainties (k=1).  

54



Packaging of silicon photodiodes for use as cryogenic electrical substitution 
radiometer 

Eivind Bardalen1, Marit Ulset Nordsveen2, Per Ohlckers1, and Jarle Gran2 

1 University of South-Eastern Norway, Borre, Norway, 2 Justervesenet, Kjeller, Norway,  

Corresponding e-mail address: eba@usn.no 

 

  

A technique for packaging photodiodes for use as 

a cryogenic electrical substitution radiometer was 

developed. Thermal simulations were used to 

design a diffusive thermal link between the 

photodiode and temperature sensor to ensure 

equivalence between optical and electrical heating. 

Tests showed good agreement between the 

measured and simulated time constant for an 

assembled module supporting the model accuracy. 

INTRODUCTION 

The EMPIR research project chipS·CALe aims to 

develop new experimental techniques for optical 

power measurements using self-calibrating 

photodiodes [1]. The dual mode detector (DMD) can 

be operated both as a predictable quantum efficient 

detector (PQED) and as an electrical substitution 

radiometer (ESR). In PQED mode, the optical power 

is measured directly from the photocurrent, while in 

ESR mode, a temperature sensor is used to compare 

optical and electrical heating of the photodiode. The 

term self-calibrating refers to the fact that the internal 

losses can be determined by use of the formula: 

 𝛿(𝜆) =  1 −
𝑖𝑝ℎ𝑜𝑡𝑜

ΦT
⋅

ℎ𝑐

𝑒𝜆
 , (1) 

where ΦT  is the optical power measured in ESR 

mode and 𝑖𝑝ℎ𝑜𝑡𝑜 is the measured photocurrent. 

A proper design of the photodiode packaging is 

required to ensure thermal equivalence between 

optical and electrical heating in ESR mode. 

Furthermore, the module was designed using 

COMSOL Multiphysics simulations to give a high 

signal, while having low time constant.  

DESIGN AND MODELLING 

A silicon photodiode (PD) with size 11 mm x 11 mm 

x 0.5 mm functions as both the optical absorber and 

heater. In optical heating mode, the power is absorbed 

in the central part of the active layer of the photodiode, 

while in electrical heating mode, the power is 

dissipated near the topside cathode ring by applying 

a forward bias to the photodiode.  

A thin (<200 μm) PCB with 18 μm thick copper 

tracks is used for electrical connections to the 

photodiode and temperature sensor via wire bonds 

and soldered wires. The temperature sensor is bonded 

with epoxy and wire bonded to the PCB, which is 

thermally coupled to the photodiode with a thermal 

diffuser element, consisting of a layered 

silicon/epoxy structure. The PCB is bonded on a 

thermally insulating aerogel spacer, which in turn is 

bonded on a machined copper heat sink. Copper wires 

are soldered to the edge of the PCB, forming the 

electrical connections to the external circuitry. These 

wires also form the main thermal link to the heat sink. 

COMSOL’s heat transfer module was used to 

simulate the temperature distribution in the module.  

The heating of the photodiode was modelled as a 

constant heat source, P. In the optical mode, the heat 

source was applied in an elliptical shape in the center 

of the photodiode, while in electrical heating mode, 

the heating was applied near the edges of the 

photodiode. The effect of the different temperature 

distributions in the photodiode at these different 

modes (Topt, Tel) is evaluated in the photodiode in 

terms of inequivalence (in ppm), defined as  

Simulation results show inequivalence in the 

temperature sensor below 1 ppm at temperatures 80 

K and 35 K, and higher than 100 ppm at 300 K. At 

300 K, the grey-body thermal emission from hotspots 

lead to the higher inequivalence. As shown in Figure 

2, the inequivalence is reduced from more than 1000 

ppm in the photodiode to less than 1 ppm in the 

temperature sensor.  This is likely due to the low 

Figure 1: Sketch of DMD-detector 

 𝛿𝑇 =
𝑇𝑜𝑝𝑡−𝑇𝑒𝑙

𝑇𝑜𝑝𝑡
⋅ 106  (2) 
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thermal conductance (k) of the epoxy, which in 

combination with the high thermally conducting 

silicon lead to an effectively anisotropic thermal 

conductance, where 𝑘𝑧 < 𝑘𝑥,𝑦. 

Figure 1: Logarithm of inequivalence at 80 K (log(𝛿𝑇)) 

The RC time constant of the system is largely 

decided by the heat capacity, 𝐶𝑃𝐷, of the photodiode 

and the thermal resistance of the weak link, R. In the 

ideal case: 

 τ = 𝑅 ⋅ 𝐶𝑃𝐷 (3) 

Since the temperature increase Δ𝑇  for an input 

power P is given by Δ𝑇 = 𝑅 ⋅ 𝑃 , the thermal 

resistance also takes the meaning of responsivity: 

𝑅 = Δ𝑇/𝑃.  

The simulation results, as shown in Figure 4, 

give a time constant that is around 50% higher than 

given by eq. (3). This is likely caused by the 

additional thermal capacitances in the system, such as 

that of the thermal diffuser, adhesive layers and PCB. 

FABRICATION AND TESTS 

An assembled module, as shown in Figure 3, was 

tested in vacuum at 285 K, 80 K and 35 K. Time 

constant measurements were performed by heating 

the module both optically and electrically, with 

cooldown to base temperature between each heating 

step. The 1/e time constant was then found from an 

exponential fit of the temperature signal. Electrical 

heating was done by applying a forward bias voltage 

to the photodiode, while optical heating was done by 

a 594 nm laser beam hitting the centre active area of 

the photodiode, while having an open electrical 

circuit. In both cases, the heating power was 270 µW. 

Table 1 shows the measured and simulated time 

constant for the device at three temperatures. At 285 

K and 80 K, the experimental values agree fairly good, 

while at 35 K the time constant is significantly higher 

than the simulated one. The overall good agreement 

between measured and simulated values supports the 

accuracy of the model, but more accurate material 

data is required for low temperatures. 

Figure 3: Assembled DMD-module   

Figure 4: Simulated time constant vs. responsivity at 

300 K (black), 80 K (red) and 35 K (blue). Solid lines 

show theoretical limit given by eq. (2)   

 

ACKNOWLEDGEMENT 

This project has received funding from the 

EMPIR programme co-financed by the Participating 

States and from the European Union’s Horizon 2020 

research and innovation programme. 

REFERENCES 

 

1. Jarle Gran. (2019, June 26). Publishable Summary for 

18SIB10 chipS·CALe. Zenodo. 

http://doi.org/10.5281/zenodo.3545677 

 

 

Table 1: Experimental and simulated time constant 

for assembled module. 

Temperature 𝜏 (s) 

(experimental) 

𝜏 (s) 

(simulated) 

285 K 83.5 81.2 

80 K 41.8 36.8 

35 K 10.3 2.8 
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We report the preliminary results from our study 

of different surface passivation thin film materials 

and deposition processes for development of 

PQEDs with excellent performance and stability 

at room temperature and cryogenic temperatures. 

Our work aims at maximizing the fixed charge 

density in the dielectric and the effective minority 

charge carrier lifetime as well as reducing the 

optical absorption of the dielectric in the visible 

range to a negligible level. We have so far 

demonstrated a fixed charge density of > 

5x1012cm-2 and effective lifetime of > 4 ms for p-

type FZ wafers passivated with PECVD SiNx or a 

stack of thermal SiO2 and PECVD SiNx. For n-

type FZ wafers passivated with ALD Al2O3, we 

have obtained an effective lifetime of ~20 ms. 

INTRODUCTION 

The predictable quantum efficiency detector (PQED) 

has shown a strong promise to replace the cryogenic 

radiometer (CR)- which is bulky, expensive and 

complex - as a primary standard for ultra-high 

accuracy measurements of optical power1-3. To keep 

up with the increasing measurement accuracy needs 

of National Metrology Institutes (NMIs), the internal 

quantum deficiency (IQD) of PQEDs -which is 

around 0.01% - needs to be reduced by one order of 

magnitude, which may require operation at cryogenic 

temperatures. The aim of our work is therefore to 

develop PQEDs with superior performance and 

stability at both room and cryogenic temperatures.  

   The PQED is made of an induced-junction 

photodiode in which the p-n junction is formed by the 

inversion of the silicon surface due to the fixed 

charges in the passivation dielectric unlike the 

conventional p-n junction formed by doping. 

Increasing the fixed charge density -Qf- in the 

dielectric has been theoretically predicted to improve 

the quantum efficiency of the diode by decreasing the 

surface recombination velocity (SRV) at the 

dielectric-silicon interface, as well as improving the 

linearity and dynamic range of the detector.  

METHODS 

We investigate different passivation materials and 

methods to achieve high fixed charges (Qf) and low 

interface traps (Dit) that can potentially lead to very 

low SRVs and consequently to extremely low IQDs. 

Since it would be too costly to make photodiodes with 

all possible types of passivation and experimentally 

difficult to compare their performance at both room 

temperature and cryogenic temperatures, we follow a 

different approach. Improved 3D simulation models 

enable us to limit the study to specific properties of 

the surface passivation materials. Through this 

approach, the challenge of improving PQEDs is 

transformed into high resolution material analysis at 

various temperatures, which saves cost and makes it 

possible to predict the response of photodiodes made 

from the various passivation techniques without 

having to complete the photodiodes production 

process. The best passivation material/process for 

cryogenic temperatures will then be used to 

manufacture a set of improved PQEDs. 

  Our research focuses on three different surface 

passivation dielectrics. For p-type Si wafers, we 

investigate i) thermally grown SiO2, ii) SiNx deposited 

by plasma enhanced chemical vapor deposition 

(PECVD)4, and iii) stacks of these two dielectrics, 

due to their positive fixed charge. Simulations have 

shown that the IQD of PQEDs made with n-type 

silicon substrate is a factor of 2-3 times better than 

that of those made with p-type substrate, if all other 

parameters are kept the same5. For n-type wafers, we 

study Al2O3 deposited by atomic layer deposition 

(ALD), due to its negative fixed charge, as 

passivation dielectric for PQEDs.  

  In our work, we optimize the growth or deposition 

processes for these dielectrics to minimize the SRV by 

maximizing Qf and keeping Dit as low as possible. 

The effective minority charge carrier lifetime (τeff) is 

measured by photoluminescence (PL) imaging. Qf  is 

extracted from C-V measurements on MOS 

capacitors. The optical characterization of the 
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dielectric thin films is performed with spectroscopic 

ellipsometry. The results we have obtained so far 

were measured at room temperature, but we are 

currently also working on development of variable 

temperature setup for lifetime measurements at 

cryogenic temperatures. 

RESULTS AND DISCUSSION 

Figure 1 shows the carrier lifetime map of a 6-inch p-

type FZ Si wafer with PECVD SiNx passivation. The 

PECVD reactor used for deposition is APM from 

SPTS. The deposition was carried out at temperature 

of 350 oC and total pressure of 2000 mTorr. The gas 

flow of both SiH4 and NH3 was 60 sccm. The film 

thickness was measured with ellipsometer to be ~140 

nm. As can be seen in Figure 1, a uniform carrier 

lifetime of 4.1 ms is obtained. The fixed charge 

density extracted from MOS C-V measurements is 

about 3x1012 cm-2. 

      

Figure 1. Carrier lifetime map at carrier density of 7.1x1014 cm-3 

of 6-inch p-type FZ wafer passivated with PECVD SiNx. The gas 

flow used for deposition was 60 sccm of SiH4 and 60 sccm of 

NH3. The color bar shows τeff in µs.  

  In order to examine the effect of stoichiometric 

ratio of SiNx on the lifetime, fixed charge and optical 

properties of the dielectric, the gas flow ratio of SiH4 

to NH3 was varied from 1/3 to 3, keeping the NH3 

flow fixed at 60 sccm. Figure 2 shows the C-V 

characteristics of a MOS capacitor measured at a 

frequency of 10kHz for each deposition. The C-V 

shift to more negative values for lower SiH4 indicate 

that the Qf increases with decreasing SiH4:NH3 ratio, 

reaching a value of 6x1012 cm-2 for a flow ratio of 1:3. 

This is ~2 orders of magnitude higher than the Qf we 

have obtained in thermally grown SiO2.  

  Table I summarizes the key characteristics of SiNx 

depositions with different gas flow ratios. The charge 

and optical characteristics improve significantly with 

decreasing SiH4:NH3 ratio while the carrier lifetime 

does not show a strong dependence on the gas flow 

ratio.  

  
Figure 2. MOS C-V characteristics of PECVD SiNx films with 

varied SiH4/NH3 gas flow ratio. 

 

Table I: Key characteristics of PECVD SiNx passivation with 

different stoichiometric ratios. The NH3 flow was kept constant 

at 60 sccm and SiH4 flow was varied to obtain the given ratios. 

SiH4/NH3 

flow ratio 

τeff 

(ms @ cm-3) 

Qf (cm-2) n @ 

632 nm 

k @ 

632 nm 

1/3 4.4 @7.1x1014 6.0x1012 1.84 0 

2/3 4.2 @6.8x1014  5.2x1012 1.98 1.9x10-5 

1 4.1@ 6.5x1014 3.1x1012 2.12 1.9x10-3 

2 4.1@6.5x1014  2.2x1012 2.44 1.7x10-2 

3 4.1@6.6x1014 2.1x1012 2.67 4.8x10-2 

   We also investigated the passivation of p-type FZ 

wafers with a stack of ~5 nm thermal oxide and ~140 

nm thick PECVD SiNx, which leverages the low 

interface trap density and good stability of thermal 

SiO2 as well as high fixed charge density of PECVD 

SiNx. This stack has exhibited a few times higher 

lifetime than bare SiNx deposited directly on Si.  

  The preliminary measurement of 60 nm ALD 

Al2O3 films deposited at 300oC shows a τeff of ~20 ms 

on n-type FZ Si, n-index of 1.6 and k-index of 3.0x10-

6 (at wavelength of 632 nm), which is very promising. 

Further characterization of these films (including Qf) 

and optimization of the deposition process is ongoing. 

   With the results we have obtained so far, there is 

a good chance of achieving the desired IQD of <1 

ppm at room temperature, eliminating the need for 

cryogenic operation, which is to be verified.  
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This work aims to determine the radiance 

responsivity to be used in the calibration of 

polychromatic radiation sources with low 

uncertainty using GUM and GUM Suplement-1. 

The spectral radiance values of the polychromatic 

lamps are obtained using the radiance 

responsivity of the system. The study aims to 

develop the derivation and better understand 

traceability of the other radiometric and 

photometric quantities with low uncertainty from 

the fundamental radiometric radiance unit. 

Measurement results obtained in the extended 

measurement uncertainty scale are determined 

using both classical and Monte Carlo methods. 

 

INTRODUCTION 

In this research, laser-based high-resolution spectra 

radiometric systems were established. The proposed 

system calculates the basic radiometric unit radiance 

with low uncertainty and meets the needs of 

instrument characterization, which may occur in 

scientific research activities using other radiometric 

and photometric quantities.  A monochromator that 

is used for the spectral radiance measurement was 

first characterized in terms of the wavelength 

accuracy [1]. Secondly, a reflection-type Si-based 

trap detector, which is used in the NMIs laboratory as 

a radiometric transfer standard [2,3] comparatively 

characterized against an electrical substitution 

cryogenic radiometry (ESCR) system [4,5]. Thirdly, 

by using an integrated sphere and laser, the 

Lambertian distributed radiance beam was 

determined [6]. In the specific laser wavelength 

region, radiance values were obtained using a He-Ne 

tunable (543, 594, 604, 612 and 632.8nm), Argon-Ion 

(457, 477, 488, and 514 nm), and Nd-Yag (1064 nm) 

lasers.  

MEASUREMENT SETUP 

Laser-based measurement system was established, as 

shown in Fig. 1. First, spectral radiance values were 

obtained at the laser wavelength using a silicon-based 

trap detector [7] Then, the same system was 

transferred to the double monochromator system, and 

the spectral transfer function of the system was 

obtained. Thus, the spectral radiance values of the 

unknown polychromatic radiator source were derived 

using a transfer function obtained with low 

uncertainty measurements using both the classical 

and Monte Carlo approaches. 

 

 

 

 

 

 

 

 

Figure 1: Spectral radiance measurement system. 

𝑳𝝀(𝝀) =
𝚰𝒔(𝝀)

𝑹𝒔
∗(𝝀)

𝑫𝟐

𝑨𝒔𝑨𝒅(𝟏 + 𝜹)
 (1) 

Where 𝛿    𝑟𝑠
2𝑟𝑑

2 / 𝐷4   and    𝐷2 = 𝑟𝑠
2 +

𝑑2 + 𝑟𝑑
2   in Eq. 1, and 𝐴𝑠 and 𝐴𝑑 are the active 

area of the radiation source and detector, respectively. 

d represents the distance between the radius of source 

𝑟𝑠  and detector 𝑟𝑑 . In addition, Ι𝑠(𝜆)  is the 

measured spectral current, 𝐿𝜆(𝜆)  is the spectral 

radiance, and 𝑅𝑠
∗(𝜆)  is the spectral power 

responsivity of the detector.    

SYSTEM CHARTERIZATION AND 

CORRECTION FACTORS 

The spectral radiance formula defined in Eq. 1 should 

include some uncertainty and correction factors 

caused by the measurement setup in Fig. 1. These are 

the wavelength accuracy of the monochromator 

system; trap detector characterization, geometric 

correction factor owing to the conservation of 

radiance, the monochromator wavelength shift, and 

the bandwidth. If the spectral radiance distribution 

formula of an unknown radiation defined as in Eq. 1 is 

redefined, it is given as in Eq. 2. 
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𝐿𝜆
𝑈(𝜆) =

Ι𝑈(𝜆𝑀)  Ι𝑠  

 Ι𝑀(𝜆𝑀) 𝑅𝑠
∗(𝜆𝐿) Δ𝜆 Δ𝐶

CorFac (2) 

Where Ι𝑈(𝜆𝑀)  and Ι𝑀(𝜆𝑀)  monochromator 

output signal of the unknown and known radiation 

source respectively. Δ𝜆  is the full width at half 

maximum (FWHM), which is the spectral band-pass 

value of the monochromator. 

RESULTS 

The GUM Suplement-1 (Monte Carlo) [8] method is 

a relatively new method, and is a useful and practical 

alternative to the Gum method. Here, the probability 

density function (PDF) is defined for each measured 

output quantity, and defines the system and includes 

pseudo random numbers.  

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Plot showing 1064-nm spectral radiance 

histogram distribution and associated Gaussian fit 

function. The mean value of the function is the 

spectral radiance value 0.25424 (Wm-2sr-1nm-1), and 

one sigma value of it is 0.007315 (Wm-2sr-1nm-1). 

 
 

Table 1: k 2 Extended standard uncertainty for 11-mrad 

FOV in terms of both GUM and GUM Suplement-1. 

 

(nm) 

GUM Monte Carlo 

Ratio Radiance 
(W/m2sr 

nm) 

k 2 

Extended 
uncer. 

(W/m2sr 

nm) 

Radiance 
(W/m2sr 

nm) 

k 2 

Extended 
uncer. 

(W/m2sr 

nm) 

457 0.11952 0.0058 0.11953 0.0057 1.0229 

477 0.14892 0.0072 0.14887 0.0071 1.0198 

488 0.16825 0.0119 0.16819 0.0108 1.0998 

514 0.19524 0.0094 0.19483 0.0093 1.0086 

543 0.24632 0.0122 0.24708 0.0121 1.0099 

594 0.32095 0.0153 0.32041 0.0153 1.0033 

604 0.33359 0.0165 0.33469 0.0162 1.0204 

612 0.32635 0.0155 0.32543 0.0155 0.9980 

633 0.34347 0.0163 0.34237 0.0163 0.9993 

1064 0.25589 0.0150 0.25424 0.0146 1.0253 

 

When the function that defines the measurement 

system is linear, the Gum method offers an easy 

solution, but when the function that defines the 

system is not linear, the Monte Carlo [32] method is 

more practical because the partial derivation of the 

output quantities according to each input quantity 

makes the calculations difficult. 

For different mrad FOV, a Monte Carlo 

operation was performed, and the uncertainties 

corresponding to spectral radiance values were 

calculated.  

CONCLUSION 

The spectral radiance traceability chain was created, 

and the radiance value of any radiation source or the 

surface of an unknown radiance value can be 

described with ease. In this study, to find a spectral 

transfer function, uncertainty values were defined by 

a 95% confidence level by both the classical method 

and Monte Carlo method.  

This study is a guide towards the derivation of 

radiometric and photometric measurement units. In 

addition, the Monte Carlo uncertainty, which is often 

preferred by many national metrology laboratories in 

recent days, is a guide for calculations. 
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The use of blackbodies as a reference standard in 

spectral irradiance scales is common in many 

NMIs. This has been the basis of the NPL SRIPS 

facility for a number of years. This facility has 

recently been upgraded with new component 

systems, revised operation processes and analysis 

software, to improve the uncertainties obtained 

and robustness of operation. The upgrade has 

required a re-evaluation of the uncertainty budget. 

The opportunity was also taken to carry out a 

detailed health and safety review of the blackbody 

system and the laboratory environment.  

INTRODUCTION 

Blackbodies are commonly used as references, by 

NMIs across the globe, to define spectral radiance 

and irradiance scales [1, 2, 3]. An ultra-high 

temperature blackbody source with a pyrolytic 

graphite core design is implemented at NPL, 

allows temperatures in the range of 3000 K to 3100 K 

to be reached, allowing use across the UV to near-IR 

spectral range while maintaining   

good stability and uniformity  of the source, to 

0.0053% and 0.05%, respectfully, with the stability 

measurement occurring at 800 nm. The blackbody 

provides an ideal primary source to operate alongside 

FEL standard lamps and the systems calibrated by 

them [4, 5].  

    The ultra-high temperature blackbody is the 

sourced used within the semi-automated Spectral 

Radiance and Irradiance Primary Scale (SRIPS) 

facility. The SRIPS facility is used to calibrate a range 

of irradiance and radiance standards, from FEL lamps 

to integrating spheres, in the range of 250 nm to 

2500 nm. Within NPL, these standards are used to 

disseminate calibration references to other 

spectroradiometer systems, including the NPL 

Reference Spectroradiometer, as well as to calibrate 

band & hyperspectral imagers and 

spectroradiometers for external stakeholders, 

including those used in ESA, EC Copernicus & 

national space agency Earth 

observation (EO) programmes. The dissemination of 

the SI through the SRIPS facility creates a crucial link 

to the pinnacle of the optical radiation traceability 

chain, the Cryogenic Radiometer, as shown in figure 

1. The SRIPS facility also provides the same vital link 

to a number of industries, including but not limited 

to, manufacturing, medicine, photobiological safety, 

and film & television, either directly or indirectly 

through another NPL facilities.  

 

 

Figure 1. The traceability chain linking various NPL 

facilities together, from the primary standard for optical 

measurement, the Cryogenic Radiometer, to the ultra-high 

temperature blackbody in the SRIPS facility.  

NPL SRIPS FACILITY 

    The blackbody is operated at a nominal 3050 K, 

a temperature chosen to ensure a balance between 

producing an adequate output power across the whole 

spectrum and maintain the longevity of the cavity. 

Accurate temperature stability and temperature 

knowledge of the blackbody cavity is needed to meet 

the radiometric uncertainty requirements. An optical 

feedback system maintains the stability of the cavity 

via current control to 0.4 K. To determine the cavity 

temperature, a calibrated filter radiometer (FR), with 

a peak response at 800 ± 5 nm, is used, allowing the 

radiance of the blackbody radiation to be measured 

over a narrow spectral band [6].   

    The blackbody emitted radiation is collected by 

an integrating sphere, and is wavelength selected by 

a double additive monochromator system, before it 

exits onto a selection of detectors, the specific 

detector selected for the wavelength of interest.  

    The FR measurements are used to calculate the 

cavity temperature using knowledge of the FR 

responsivity [7]. The calculated blackbody 

temperature is then used to determine the spectral 

radiance output of the blackbody across the spectrum 

Trap 

Detector 

SRIPS 

blackbody 

Filter 
Radiometer 

Filter 
Radiometry 

Cryogenic 
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range. The ratio between the spectral radiance 

computed using Planck’s Law and the spectral data 

collected after passing through the monochromator 

system is determined at each individual wavelength 

and recorded as the system calibration factor (SCF), 

 
𝑆𝐶𝐹(𝜆) =  

𝐿BB(𝜆)

𝑆BB(𝜆)
 (1) 

where 𝐿  is the theoretical radiance, and 𝑆  is the 

measured detector signal.  

    The irradiance source under test is treated in the 

same way; with the source emission collected by the 

integrating sphere, passing through the 

monochromator and sampled by the detector bank.  

The SCF is applied along with a geometric factor, 𝑔, 

to adjust the units from radiance, 𝐿, to irradiance, 𝐸, 

as given by 

 

𝐸SUT(𝜆) =
𝜋𝑔

𝐴
∙

𝐿BB(𝜆)

𝑆BB(𝜆)
∙ 𝑆SUT(𝜆) (2) 

 where 𝐴 is the area of the aperture on the integrating 

sphere, and 𝑆 is the signal from the source under test.  

𝐸SUT(𝜆) gives the final spectral irradiance data [5].  

UPGRADING THE SRIPS FACILITY 

Since the initial completion of the facility in 2002, 

SRIPS has undergone a series of upgrade projects. 

The most recent upgrade has focused on ensuring the 

long-term reliability of the system.  

    Within the SRIPS facility, there are key 

components which are fundamental to operation. 

Namely, the blackbody pyrolytic graphite core, its 

power supply & control, the monochromator and 

integrating sphere, and detector components – all 

components have been reviewed and either 

maintained, replaced or their long-term operation de-

risked. The blackbody core was replaced, along with 

sufficient spares to allow SRIPS to operate for the 

next decade. An additional bespoke power supply has 

also been procured to safeguard this long-term 

operation plan. Additionally, the monochromator has 

been replaced with a new double additive 

monochromator with larger diffraction gratings, 

increasing the system throughput at the extremes of 

the spectral range.   

    The software used to operate SRIPS has been 

updated to streamline the data collection and analysis. 

The uncertainty budgets have also been revised 

following a complete re-evaluation at the 

contribution level, with inspiration taken from 

collaborations with EO metrology projects, changing 

the approach to uncertainty analysis to a more visual 

and coherent style [7].  

    Finally, all aspects regarding the safe operation 

of the ultra-high temperature blackbody in a 

laboratory setting has been reviewed, with the aim of 

ensuring a best practice approach is undertaken with 

the spectral irradiance scale systems. All physical 

safety features required for the operation have been 

considered, with particular regard for the water-

cooling system and argon used to purge air from the 

blackbody cavity, as well as, the health implications 

of particulate emission from the cavity.  

    This paper will describe the upgrade project 

outcomes and safely best practise conclusions.  
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The successful upgrade of control electronics and 

software for a cryogenic radiometer is described. 

A commercially available temperature controller 

using ac resistance thermometry was used with an 

existing radiometer. The upgrade did not involve 

any change to the radiometer hardware except the 

controller electronics. The upgrade was therefore 

relatively easy to implement. New software in 

LabView was also developed. Initial results show 

an improvement in performance and calibration 

results in line with expectations. 

INTRODUCTION 

Absolute Cryogenic Radiometers (ACRs) are 

commonly used at National Metrology Institutes 

(NMIs) for the realization of absolute radiant flux. 

These devices, based on electrical-substitution 

radiometry carried out at cryogenic temperatures in 

vacuum, provide the lowest achievable uncertainties 

for a wide range of power levels and wavelengths [1]. 

However, given their operating principles, there are 

generally large costs associated with building or 

purchasing such systems. Hence, it is worthwhile to 

prolong the lifetime of already existing older systems. 

Many NMIs are still using ACR systems that were 

manufactured in the 1990s, although the electronics 

and software may not be compatible with modern 

technology. 

The photometry and radiometry group at RISE 

Research Institutes of Sweden has since 1995 been 

using the commercial LaseRad ACR from Cambridge 

Research & Instrumentation Inc. (CRi). It is used for 

realization of absolute radiant flux in the visible and 

NIR wavelength range. Due to increasing 

communication problems and excess noise in the 

electronics, in 2016 a decision was made to rebuild 

the LaseRad ACR using a commercially available 

cryogenic temperature controller. This paper 

describes the steps taken for this upgrade to be 

successful, including initial performance evaluation 

of the upgraded system. 

METHOD 

The cryogenic radiometer operates by absorbing 

radiation in a Receiver, see Figure 1. The Receiver 

has blackened surfaces which act to absorb incident 

radiation, thereby leading to a certain Receiver 

temperature. Typical sensitivity is 0.6 K/mW. The 

Receiver temperature is accurately monitored by the 

use of a carbon film resistor thermometer. 

 

The Receiver is thermally connected to a Heat sink 

which is used to provide a long-term stable 

temperature. The Heat sink temperature is monitored 

by a Germanium thermistor and can be controlled by 

means of a heater. 

In operation, the radiation is blocked, and electrical 

power is fed to the Receiver via a small resistive 

heater, placed near the location where the radiation is 

absorbed. By measuring this electrical power by 

external means, a measure for the radiation power is 

obtained. 

The basis for the operation is that two control loops 

are used to stabilize the temperatures of both the 

Receiver and Heat sink. The control loops were 

realized in the supplied Control electronics, together 

with AC bridge measurement of the two thermometer 

resistances. 

RISE ACR experienced difficulties in obtaining a 

stable control of the two temperatures. The reason 

was attributed to self-oscillation in the control 

electronics and could not easily be remedied. For this 

reason, a new temperature controller (TC) was 

Figure 1. Schematic setup of the ACR with new control 

electronics. 
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acquired from Lakeshore Cryotronics [2] and 

interfaced to the existing ACR. A similar controller 

has been used in another ACR and proved suitable [3]. 

The internal hardware (thermometers and heaters) of 

the ACR was left unchanged, but some electronic 

PCBs which were originally placed in the base of the 

cryostat were removed. 

The TC is a Model 372 AC Resistance Bridge and 

Temperature Controller. It has provisions for two 

independent closed-loop PID controls, each using a 

range of thermistor resistances. The measuring 

principle is ac measurement of resistance in tandem 

with an internal lock-in amplifier in order to extract 

small measurement signals. This enables very low 

excitation currents to be used and excellent rejection 

of noise. 

The TC is directly connected to the internal hardware 

of the ACR, by the use of standard shielded twisted-

pair wires. The only component placed thermally 

isolated in the cryostat housing was a 1000-Ω 

precision resistor, used for measuring the Receiver 

heater current. The voltages across the resistor and 

across the heater are each measured with an 8 ½-digit 

voltmeter and the product constitutes the measurand 

(electrical power = optical power). 

The software originally provided with the ACR ran in 

a DOS-like environment and was directly interfaced 

to the original electronics. Consequently, it was most 

desirable to also exchange it when the new TC was 

implemented. New software for control was 

developed in LabView and subsequently used for 

evaluation of system performance and performing 

calibrations. 

RESULTS 

In addition to the up-to-date software and 

communications of the upgraded ACR, enabling easy 

and stable operations, the electrical performance of 

the ACR was improved compared to before the 

upgrade. Even though the system has not yet been 

fully optimized regarding shielding of cables and TC 

settings, the RMS noise of the Receiver heater power 

at 400 µW is around 0.01 %, see Figure 2. 

In May 2019, the first calibration of silicon trap 

detectors was done using the upgraded ACR. When 

comparing the obtained detector responsivities to 

historical data, see Figure 3, the results are in line 

with what was expected, clearly indicating that the 

ACR is functioning properly.             
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Figure 3. Results from trap calibration. The results from 

2019 are using the upgraded control electronics. 

Measurement uncertainties (k=2) are typically 0.05–

0.06 %. 

Figure 2. Results from system performance study with 

incident radiation of 200 µW being switched on and off, 

resulting in a rapid change in the measured temperature of 

the Receiver. 
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For the sake of the three composed sub-cells, that 

is GaInP2, InGaAs and Ge sub-cell, the monolithic 

GaInP2/InGaAs/Ge triple-junction solar cells can 

make use of solar irradiance in the wavelength 

range of 300 nm to 1800 nm, so that achieve high 

efficiency. They have become the main energy 

source for space on-orbit applications, and should 

be assembled into space solar array for use. Their 

photo-electric parameters were critical for space 

energy system setting. In this paper, we will 

present methods for their spectral responsivity 

and I-V characteristic measurement. 

INTRODUCTION 

Because of the high efficiency and high power weight 

ratio, triple-junction GaInP2/InGaAs/Ge solar cells 

were always assembled into arrays and wings for 
space energy use. Three composed sub-cells, GaInP2, 

InGaAs and Ge are epitaxial grown on one substrate 

and sub-cells are interconnected in series by tunnel 
diodes leading to a standard two-terminal contact, as 

the scheme shown in Figure 1. Efficiency more than 

30% and VOC higher than 2.5 V were previously 
reported [1,2]. Before assembled to an array, their 

current-voltage characteristics under AM0 STC 

should be measured to obtain key parameters, such as 

short circuit current, open circuit voltage and 
maximum output power, etc. Solar cells with similar 

current would be picked out for an array to achieve 

rated performance parameters, also to avoid power 
shortage or other safety problems causing by current 

mismatch. And match the link voltage of the 

spacecraft system by making use of reasonable series 
and parallel design.  

In this paper, by appropriately adjusting the 

wavelength range and irradiance intensity of the bias 

light, the direction and value of the bias voltage, we 
would present the measurement of spectral 

responsivity for monolithic GaInP2/InGaAs/Ge triple-

junction solar cells. Then combine with spectral 
mismatch analysis technique, we employ a high 

spectral matched double-light solar simulator to 

measure the I-V characteristic for monolithic triple-

junction GaInP2/InGaAs/Ge solar cells. Small 
mismatch error makes our results more reliable. Hope 

it will help to obtain reliable results for multi-junction 

solar cells’ photo-electric parameters under AM0 STC. 

 

Figure 1. Scheme of structure of monolithic triple-junction 

GaInP2/InGaAs/Ge solar cells. 

CALIBRATION 

As shown in Figure 2, a facility of spectral 

responsivity measurement for monolithic 

GaInP2/InGaAs/Ge triple-junction solar cells based 

on monochromatic light system was built [3]. It is 
aimed to measure the spectral responsivity for 

monolithic multi-junction solar cells, but it also 

suitable for single-junction solar cells. Various bias 
light and optional bias voltage were critical for multi-

junction solar cell’s measurement, which made the 

untested junctions saturated and the junction under 
test to be the current-limiting junction. 

 

Figure 2. Scheme of the spectral responsivity 

measurement facility for monolithic triple-junction solar 

cells. 

By using calibrated Si detector and Ge detector 

as standard, the measurement wavelength range can 
cover 300 nm to 1800 nm, and directly traceable to 

the national standard equipment for detector’s 

spectral responsivity in NIM (National Institute of 
Metrology, China). Figure 3 was shown the 

measurement results for two types (S1 and S2) of 

GaInP2/InGaAs/Ge triple-junction solar cells with 

different band-gap design. Because the Ge bottom 
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junction’s current is far greater than other two 

junctions, it cannot be the current-limiting junction. 

So we only discuss about the top and middle junction 
herein. According to Figure 3, red-shift was 

obviously observed when compare S2 to S1.  

 

Figure 3. Curves of the spectral responsivity for two types 

monolithic GaInP2/InGaAs/Ge triple-junction solar cells. 

Based on the spectral responsivity results, a high 

spectral matched double-light AM0 solar simulator 
was employed for I-V measurement. Firstly, 

according to IEC 60904-7 [4], we theoretically 

calculate the mismatch error caused by solar 
simulator’s spectrum. Table 1 shown that the errors 

for S1 were both smaller than 1%, an acceptable 

value, while for S2, it is different.  

Table 1. Mismatch error calculation results of two types of 

triple-junction solar cells, by using a high spectral matched 

solar simulator. 

 

S1-Top S1-Mid S2-Top S2-Mid 

I STC 71.15 72.02 75.13 75.67 

I SS 71.21 71.40 75.31 74.41 

Error 0.09% -0.85% 0.24% -1.66% 

Then we change the route, isotypes were used. 

Figure 4 was shown the spectral responsivity curves 

for all-structure monolithic GaInP2/InGaAs/Ge triple-

junction solar cells and their isotypes. 

 

Figure 4. Curves of the spectral responsivity for all-

structure monolithic GaInP2/InGaAs/Ge triple-junction 

solar cells and their isotypes. 

Further analysis was conducted for spectral 

mismatch according to equation (1).  
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It turns out the error for top junction and middle 

junction was 0 and 0.06%, both were negligible. So, 

we use the isotypes to calibrate the double light AM0 

solar simulator, and keep the state unchanged to 
measure the I-V curve for monolithic triple-junction 

solar cells.  Temperature also should be controlled 

and monitored. Figure 5 demonstrated the measured 
I-V curves of four monolithic GaInP2/InGaAs/Ge 

triple-junction solar cells. 

 

Figure 5. I-V curves for four monolithic 

GaInP2/InGaAs/Ge triple-junction solar cells measured 

under AM0 STC. 

CONCLUSIONS 

This work stated the measurement for monolithic 

triple-junction GaInP2/InGaAs/Ge solar cells, 

including spectral responsivity and I-V characteristic. 

It will provide strong support for their space 

application. 
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The use of the NIST monochromator-based facility 

for irradiance responsivity calibration of filter 

radiometers from 300 nm to 1800 nm is described. 

Spectral irradiance responsivities are determined 

using a combination of the measured spectral 

power responsivity and the effective aperture areas.  

The effective aperture area is measured using a 

focussed output beam which is raster-scanned over 

a grid which overfills the aperture diameter of the 

filter radiometer. We show that if a uniform 

irradiance field is projected at the plane of the filter 

radiometer, then the exact aperture area of the 

filter radiometer need not be determined. We also 

show that irradiance responsivities can be 

measured using a variable-sized, rectangular 

output beam which is larger than the aperture 

diameter. Total uncertainties of 0.4 % (k=2) have 

been achieved in spectral irradiance responsivity 

measurements of < 1 mm diameter UV filter 

radiometers. 

INTRODUCTION 

Although National Measurement Institutes (NMI) 

routinely issue spectral power responsivity 

calibrations, there are often requests for spectral 

irradiance responsivity calibrations of detectors and 

filter radiometers [1]. The knowledge of the incident 

irradiance or the optical power incident on a surface 

area is a much more relevant quantity in the areas of 

ultra-violet (UV) disinfection or materials curing. In 

the past, irradiance responsivities were determined 

using a two-step, source-based approach, where the 

relative or absolute power responsivities were 

calibrated and then referenced to a calibrated detector 

using a uniform UV source. 

We describe the process and uncertainties of UV 

spectral irradiance responsivity calibrations using the 

NIST Visible Spectral Calibration Facility (VisSCF) 

[2]. The VisSCF is a monochromator-based facility 

with precision, calibrated x- and y-scanning stages 

which has been configured to measure spatial 

uniformities and effective aperture areas along with 

providing spectral power responsivity calibrations. 

The advantages of using a well characterized spectral 

power responsivity calibration setup for spectral 

irradiance responsivity calibration are many. Most of 

the instrument characterizations and uncertainty 

analysis will have been already performed in setting up 

a power responsivity calibration facility. Also, the 

spatial-scanning method has been extensively used by 

NMIs for measurements of aperture area primarily 

using scanned laser beams [3]. Here we show that this 

method can be used to measure UV spectral irradiance 

responsivities of small < 1 mm diameter filter 

radiometer with low additional uncertainties even 

when the size of the output beam is larger than the area 

of the filter radiometer. 

EXPERIMENTAL SETUP 

A calibrated spectral irradiance responsivity of a 365 

nm UV filter radiometer is shown in Fig. 1. The UV 

filter radiometer is aligned into detector positions and 

first measured for initially for effective spectral power 

responsivity by comparisons to NIST working 

standard Si diodes.  

 

 

Figure 1. The irradiance responsivity of a ~ 1 mm diameter 

UV filter radiometer which is centered at 365 nm.  
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Since the optical beam can be larger than the opening 

of the filter radiometer, this measurement mode does 

not determine the correct spectral power responsivities. 

The rectangular optical output beam from the 

monochromator is shaped in the horizontal direction 

using variable-width slits on the monochromator and 

the height is adjusted using independently adjustable 

vertical slits. This separation of the two axes are to 

preserve the wavelength calibration as the optical 

beam size is changed. For the measurements shown in 

Fig. 1 a 1.0 mm by 1.0 mm square optical beam was 

used.  

After the effective spectral power responsivities 

are measured, the UV filter photometers are also 

scanned to determine the effective aperture area at the 

peak of the spectral responsivity. A plot of the spatial 

power responsivity scan is shown in Fig. 2. The plot is  

 

Figure 2. Spatial mapping of the 365 nm filter radiometer 

with a 1 mm diameter opening using a 0.85 mm square 

optical beam. The spatial contours show the convolved 

shape. 

 

normalized to the center and the effective area is determined 
using, 

𝐴𝑒𝑓𝑓 = 𝛥𝑥 𝛥𝑦 ∑ ∑
𝛷𝑗,𝑘

𝛷𝐿

𝑛𝑦

𝑘=𝑛𝑦

𝑛𝑥
𝑗=𝑛𝑥

, (1) 

 

where x and y are the horizontal and vertical step 

sizes of the measurements and the double summation 

denotes a total sum of the normalized intensities [3]. 

The determined effective areas for the same filter 

radiometer can vary greatly depending on the optical 

beam size as shown in Fig. 3.  

 

Figure 3. Effective aperture areas and ASR measured 

using different optical output beam sizes. 

The irradiance responsivities in Fig. 4 are 

determined using the product of the effective area and 

the effective ASR, 

     SE=Aeff*ASReff,  (2) 

where SE is the spectral irradiance responsivity.  
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Figure 4. Spectral irradiance responsivities of the 435 nm 

filter radiometer measured using different optical beam 

sizes. The large variations in Fig. 3 collapses to variations 

of only 0.2 % in irradiance responsivities. 

The total uncertainties of the measurements shown in Fig. 4 

are about 0.45 % (k=2) at 435 nm. 

CONCLUSIONS 

We demonstrate that monochromator-based facilities 

designed for spectral power responsivity calibrations 

can be adopted for irradiance responsivity calibrations 

of UV filter radiometers with resulting uncertainties of 

0.45 % (k=2). This has been achieved by scanning 

optical beams which can vary in sizes and which can 

be larger than the detector aperture areas. These 

different irradiance responsivities are within the 

combined uncertainties of the measurements. This 

scanning approach can be easier and faster in practice 

than the traditional two-step method currently utilized 

at NMIs while achieving lower uncertainties that the 

presently utilized methods.  
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Signal or gray-level linearities of spectrographs 

have been determined using a dual-path 

combinatorial method. Spectrographs were 

characterized for nonlinearities at fixed integration 

times using the NIST beamconjoiner apparatus. 

The 120 dependent signals were then analysed 

using nonlinear least squares fit with 40 

independent signals and a 6
th

 order polynomial as 

variables. The uncertainties of the nonlinearity 

corrections determined from the residuals of the 

fits were found to be 0.2 % (k=2) over the range of 

signals from 30 to 30,000. The resulting 

nonlinearity corrections were also compared with 

those measured using a constant optical source and 

varying integration times.  

INTRODUCTION 

The uses of spectrographs in radiometry and 

photometry are increasing due to the need for spectral 

information which can be used to better interpret 

measurement results. Since calibrations of these 

spectrographs can be performed only over a limited set 

of experimental conditions while the instruments can 

be used to measure widely varying optical levels, lack 

of knowledge about the linearities of these instruments 

can lead to large uncertainties in the final data products.  

In the past, some laboratories have based their 

linearity characterizations of spectrographs on 

separately calibrated reference photodiodes which are 

used to simultaneously monitor the incident radiation 

on the spectrographs [1]. Others have used a dual-path 

method and measured mean-signal ratios which are 

then multiplied together to determine nonlinearity 

correction factors [2]. Both techniques have 

deficiencies, such as sparsity of points in the first 

method or the need to form a product of all the signal 

ratios to determine nonlinearity factors. 

In this work, we describe the use of the NIST 

beamconjoiner setup [3] to determine nonlinearity 

correction factors of spectrographs.  

EXPERIMENTAL SETUP 

Briefly, the beamconjoiner is a dual-path setup using a 

single 100 W quartz-tungsten halogen (QTH) lamp 

with an MR16 reflector. The single beam is split into 

two paths as shown in Fig. 1 and then recombined onto 

the detector or the device-under-test. A total of 120 

signals can be measured during a single run. Each of 

the 40 independent fluxes along with polynomial 

correction terms are solved using nonlinear least-

square fit of the over-determined system of equations. 

 

 

Figure 1 The NIST beamconjoiner apparatus for linearity 

testing of optical sensors. A 100 W QTH lamp was used as 

the source for these measurements. 

 

Each signal can be written as a response to the incident 

flux or conversely, each flux results in signal as a 

function of the flux, 
 

 𝛷(𝑖, 𝑗, 𝑘) = 𝛷(𝑖, 𝑗) + 𝜙(𝑗, 𝑘)= 

𝑟𝑜 + 𝑠(𝑖, 𝑗, 𝑘) + 𝑟2 ⋅ 𝑠
2(𝑖, 𝑗, 𝑘)+. . . +𝑟𝑛 ⋅ 𝑠𝑛(𝑖, 𝑗, 𝑘) (1) 

 

where ( )kji ,,   denote the flux, ( )kjis ,,   is the 

measured signal at the detector, and ro , r2, …, rn are 

the coefficients which relate the signal to the flux.  

A typical measurement run with 120 spectra is 

shown in Fig. 2. Before each run, the filter wheels are 

positioned to the maximum transmittance, and then 

integration time of the spectrograph is adjusted such 

that signals are not saturated. A spectrum is taken for 
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each filter wheel combination and plotted as digital 

number (DN) over the integration time. For the 

analysis, only the averaged signals from the plateau 

region near the center of the spectra are analysed. This 

is to have constant nonlinearity corrections for pixel-

averaged signals. 

 

Figure 2. 120 spectra taken using a spectragraph during a 

single measurement run using the beamconjoiner. 

Integration time of 240 ms was used. The spectral range is 

from about 300 nm to 1100 nm. The averaged signals at the 
middle plateau were used for linearity fits. 

ANALYSIS 

The measured net signals ratioed to calculated fluxes 

are plotted in Fig. 3a as a function of the net signal 

along with the 6th order polynomial to correct the  
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Figure 3. (a) The ratios of net measured signals to the fitted 

signals without the polynomial corrections. Nonlinearities 

of up to 3 % can be perceived. The polynomial correction 

function is also plotted. (b) The residuals of the fit showing 
0.2 % (k=2) residuals. 

 

nonlinearity. Without any corrections, the deviation of 

ratios from unity clearly indicates the presence of 

nonlinear behavior of up to 3 %. Introducing a 6th order 

polynomial correction reduces the deviations to about 

0.2 % (k=2) as observed in Fig. 3b.  

These nonlinearity corrections were further 

checked by measuring a constant radiation source with 

changing integration times to examine whether the 

count rates were linear. The 3 % nonlinearity could be 

clearly measured in the deviations of the count rate 

although with higher noise and at fewer signal levels 

as can be measured using the beamconjoiner setup. 

DISCUSSION AND CONCLUSIONS 

We demonstrate that the combinatorial method can be 

used to characterize the nonlinearity corrections of 

spectrographs. These focal-plane arrays exhibit 

substantially greater nonlinearities than single element 

detectors.  

In this work, only the gray-level or the signal-

dependent nonlinearity was characterized. 

Spectrographs could have integration-time-dependent 

nonlinearities, and methods to examine such 

dependences using the beamconjoiner method are 

being explored. 
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We report here on a highly sensitive silicon 

cantilever-based photoacoustic electromagnetic 

radiation detector of broad spectral bandwidth. 

The developed detector can be used for measuring 

the power of radiation in the 100 nW to 10 mW 

range. Experiments have been carried out using 

633 nm and 1523 nm lasers. The results show very 

good linearity and dynamic range.       

INTRODUCTION 

For monitoring environmental pollution or detecting 

toxic, inflammable and explosive gases [1-2], which 

pose major risk on health, safety and security, 

photoacoustic (PA) spectroscopy is one of the applied 

detection methods because of its high sensitivity and 

selectivity [3-4]. In the gas sensing applications, the 

non-radiative relaxation processes of 

electromagnetic-radiation-induced excited molecules 

generate heat and consequently produce pressure 

waves, which give rise to the PA signal. One of the 

common methods for detecting the PA signal employs 

a capacitive microphone. However, a capacitive 

microphone has several limitations including the 

nonlinear response of the membrane in sensing the 

external pressure. Apart from that, for improving the 

sensitivity, the gap between the membrane and the 

backplane of the capacitive condenser cannot be 

reduced below a certain limit, as the gas cannot 

anymore flow freely through such narrow region due 

to viscous effect [5]. An alternative approach has 

been developed for PA signal detection where optical 

beam deflection and micro-mechanical silicon (Si)-

cantilevers are used. The cantilever-based approach 

does not have such drawbacks and it has been 

successfully used in many applications requiring very 

sensitive PA signal detection [6]. The cantilever-

based PA signal detection method employs a compact 

interferometer for measuring the deflection of the 

cantilever tip [7]. In this study, we report on a Si-

cantilever-based PA detection system for 

electromagnetic power measurements. Benefits of the 

new power measurement method include good 

linearity and broad spectral bandwidth. In contrast, 

most available power detectors are highly dependent 

on the operating wavelengths. Si-photodiode 

detectors, for example, work mainly in 200 nm-1100 

nm range whereas, for infrared wavelengths, InGaAs 

detectors are used. However, the PA principle 

employs absorption of radiation into a black absorber 

material and this can be made rather independent of 

the operating wavelength over a large spectral range.     

EXPERIMENT 

Figure 1 shows the schematic diagram of the 

experimental setup. The system comprises three main 

modules: (1) an electromagnetic radiation source, the 

power of which falls on the absorbing material (for 

this experiment, candle soot was used) to generate 

heat, (2) the acoustic section consisting of a gas cell 

(in this case, it was filled with air) which contains the 

sample and a cantilever, (3) the optical readout 

system, to measure the cantilever deflection using a 

compact Michelson interferometer. The incident 

radiation first passes through a chopper and gets 

absorbed by the black absorber material to produce 

heat. The generated periodic heating causes volume 

expansion of the gaseous medium within the closed 

PA cell and produces pressure waves, which are 

finally detected by monitoring the position of the 

cantilever tip by using the optical interferometer. 

 

 

RESULTS 

Experiments were performed using two incident 

wavelengths: 633 nm and 1523 nm. In both cases, the 

Figure 1. Schematic diagram of the experimental setup.  
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frequency of the chopper was at 43 Hz and the 

generated PA signals were measured by varying the 

input power of the incident radiation. Figure 2 shows 

the linearity of the PA signal amplitude with the input 

power. The data shows good linearity with R2 values 

of 0.99985 and 0.99982 for 633 nm and 1523 nm 

wavelengths respectively.  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The incident power was varied from 116 nW to 6.64 

mW for 633 nm and from 147 nW to 1.25 mW for 

1523 nm wavelength input radiation. As shown in 

Figure 2, the dynamic rage is nearly five orders of 

magnitude. According to theoretical estimation the 

highest power, which can be measured using the 

system, is close to 1W. Hence, the dynamic range can 

still be further extended. As Figure 3 demonstrates, 

the PA response is practically independent of the 

incident wavelengths. Thus, this process has potential 

to get extended to cover spectral ranges from 

Ultraviolet (UV) to Terahertz (THz) with suitable 

window materials of the PA cell.  

CONCLUSION 

We have presented a cantilever-based PA power 

detection technique, which is capable of measuring 

incident power from approximately 100 nW to 10 

mW. This detection mechanism has the potential to 

measure up to 1 W making the dynamic range 

significantly large. In future, the detection scheme 

will be applied for power measurements of UV, 

infrared and THz (30 μm – 300 μm) radiation sources. 

Currently, no single power detector can operate under 

all the required wavelengths. The new PA power 

detection technology will be useful not only for 

scientific research but it can be applied also to 

medical and chemical industries where power 

measurement is one of the key necessities.      
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Figure 2. Linear response of PA signal with incident 

power of input radiation (a) 633 nm and (b) 1523 nm. 

Figure 3. Peak amplitude of PA signal depicts no 

dependency on the incident wavelength. 
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We report on measurements of large bifacial solar 

cells using a new LED-based measurement setup 

for wavelength range 290 – 1300 nm. The 

measurement uncertainty in visible is 1.7% (k=2). 

Main challenges in the measurements are the 

spatial uniformity and the measurement of short 

circuit current. These topics are discussed in detail.  

INTRODUCTION 

Differential spectral responsivity is needed for solar 

cell development and analysis. It can also be used in 

testing to correct for the spectral mismatch between 

the light source used in the measurement and the 

standardized reference spectrum. Spectral res-

ponsivity has to be measured for a cell under biased 

conditions due to possible nonlinearity [1], which 

poses challenges.  

In this paper, we present our setup for 

differential spectral responsivity. We also discuss its 

use for and challenges in measuring large bifacial 

solar cells. 

 

Figure 1. Setup for measuring differential spectral 

responsivities of bifacial solar cells. [2] 

MEASUREMENT SETUP 

Our setup for measuring differential spectral respon-

sivity of solar cells [2] is presented in Fig. 1. Bias 

lighting is provided by towers of halogen lamps, 7 x 

50 W in each tower. Four towers in the front provide 

up to 1000 W/m2 irradiance on the cell. Two addi-

tional towers are used to light the back side of bifacial 

cells e.g. with 1/3 of the intensity on the front side.  

Quasi-monochromatic radiation for measuring 

the spectral responsivity is provided with 30 

temperature-stabilized LEDs assembled on a 

rotatable carousel, covering the wavelength range of 

290 – 1300 nm. LEDs are driven with pulsed current 

at a frequency of 177 Hz. The signal produced is 

measured from the cell current using a lock-in 

amplifier and a shunt resistor.  

The relative spectra of the LEDs have been 

measured. In cell measurements, the absolute levels 

of the spectra are measured with a silicon trap 

detector and an aperture with a diameter of 3 mm. The 

relatively large bandwidths of the LEDs are taken into 

account in the data analysis using a recursive iteration 

process, similar to the method used earlier for 

analysing spectral irradiance of halogen lamps from 

filter radiometer measurements [3]. The method gives 

accurate values for spectral responsivity at the 

effective wavelengths of the LEDs, and an 

interpolation function. 

 

Figure 2. Spatial uniformity of the 727 nm LED irradiance. 

The axis values are given in mm. The difference between 

the contour lines is 2.5%. The red circle in the center shows 

the size and location of the 3 mm aperture of the trap 
detector used in measuring the spectral irradiance. 

RESULTS AND DISCUSSION 

The setup has been used to measure the spectral 

responsivities of bifacial solar cells with a large area 

of 15 x 15 cm2. The large size poses challenges due 
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to non-uniformities of the measurement beams and 

the large dynamic range of the measurement signal. 

Radiation field in the sample location was 

scanned for spatial uniformity for all the 30 LEDs 

used. Figure 2 shows the spatial uniformity of the 

727 nm LED which had the largest non-uniformity. 

The radiation field of this LED is narrow and slightly 

misaligned. The uniformity is taken into account in 

data analysis by dividing the irradiance measured in 

the center of the field with the average of the 

irradiance measured across the large cell area. 

 

Figure 3. Differential spectral responsivity for a 15 x 15 

cm2 bifacial solar cell at different bias light conditions. 

Green triangles indicate results with no bias, yellow 

plusses with 500 W/m2 on the front surface, blue crosses 

with 1000 W/m2 on the front surface, and red circles with 

1000 W/m2 on the front and 300 W/m2 on the back. The 
solid purple line represents the ideal responsivity assuming 

100% quantum efficiency. [2] 

Despite the large area and bifaciality, the open 

circuit voltage of the bifacial solar cell is only 0.565 V. 

Yet the current produced exceeds 7 A with the front 

surface exposed to 1000 W/m2 and even higher with 

the back-side exposed. According to [1], the voltage 

over the cell should remain below 3% of the open 

circuit voltage, thus, the maximum impedance for the 

measurement electronics is 2.4 m.  

For currents smaller than 3 A, we have a 

Keithley source meter forcing the voltage across the 

cell to zero as seen in Fig. 1. For currents above 3 A, 

we have tested a zero-flux sensor DS200ID-CD1000 

from Danisense, and a newly acquired source meter 

from Hehkulab providing zero voltage up to 10 A.  

Figure 3 shows measurement results obtained 

with the zero-flux current sensor. With zero-flux, the 

solar cell is short circuited with a cable going through 

the sensor, and the sensor gives out a current without 

loading the cell. 

The measurements without bias lights and with 

500 W/m2 applied on the front surface are in good 

agreement indicating linearity. The current level at 

the latter condition is 3.5 A. With the higher 

irradiance levels producing currents of 7.1 A and 

8.4 A, the responsivity drops due to nonlinearity. One 

cause of this nonlinearity is the resistance of the wire 

used to short circuit the cell, 15 m. The results 

indicate that active control of the cell voltage is 

needed to reach these high irradiance levels. Another 

possible reason is heating of the cell due to bias light. 

The uncertainty of the measurements is shown 

in Fig. 4. The expanded uncertainty of the obtained 

differential spectral responsivities over the visible 

region 400 – 730 nm is on the average 1.7% (k = 2). 

In the UV and IR regions the uncertainties are 

significantly higher. The main components are the 

standard uncertainties of the alignment and distance 

(0.25 – 0.5%), gain of the lock-in amplifier (0.5 %), 

short term stability of the LED sources (0.02 – 0.9%), 

absolute spectral irradiance (0.11 – 15%), relative 

spectral irradiance (0.5 – 8%), data analysis (0.1%), 

resolution of the current measurement (0.02 – 30%), 

and the spatial uniformity measurement (0.03 – 0.9%).  

  

Figure 4. Expanded uncertainties (k = 2) of the obtained 

differential spectral responsivity values. 
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Compact nanosecond-pulsed and slow repetition-

rate lasers can be used for direct spectral 

calibrations of radiometers for high irradiance 

level applications. UV radiometers are often built 

around wide-bandgap photodiodes. In this 

contribution we demonstrate that the radiometers 

may show deviations from linearity throughout 

the dynamic range of such measurements. This 

complicates the application of the pulsed lasers. 

The metrological problem, possible solutions and 

application examples are discussed in this 

contribution. 

INTRODUCTION 

Ultraviolet (UV) radiometers are widely used in 

various industrial applications to monitor UV 

radiation-induced processes like UV curing of 

polymers in the production of plastic parts and 

coatings, water disinfection, etc. There are several 

advantages to build the radiometers for the high UV-

irradiance measurements around wide-bandgap 

photodiodes.  

Determination of spectral responsivity functions 

of the UV radiometers conditioned for a high-level 

UV radiation is often a challenging task. Classical 

double-monochromator-based setups may not be 

capable of providing spectrally narrow and high 

enough irradiance levels to yield measurable signals. 

One metrological possibility to cope with the task is 

application of continuous-wave (cw) or mode-locked 

spectrally tuneable lasers. However, such laser 

systems are not widely affordable for the radiometric 

application due to their high costs and complexity.  

Compact optical parametric oscillators (OPO) 

generating nanosecond pulses at repetition rates of 

tens to hundreds of Hz are available on the market. In 

contrast to cw or mode-locked systems, they are 

affordable to a wider range of users such as 

calibration and testing laboratories. It has been 

demonstrated that the ns-OPO systems can be 

successfully applied for spectral measurements of 

radiometric detectors using synchronised 

measurement techniques based on an oscilloscope [1, 

2, 3] or electrometers [4]. One of the highest obstacles 

in the measurement application of such tuneable 

sources is posed by the huge energies of the laser 

pulses, which limits the dynamic range of the 

measurements due to pulse peak saturation.  

Additionally, nonlinearities can be caused also 

by other semiconductor-related effects. For instance, 

solid-state detectors may exhibit supra-linearities 

both at low and at high irradiance levels due to 

semiconductor defects like charge carrier traps [5].  

In this contribution we will discuss 

nonlinearities observed for UV radiometers irradiated 

by a ns-pulsed OPO source. We will also demonstrate 

that despite their strongly nonlinear behaviour under 

the pulsed irradiation the spectral calibration of the 

radiometers is still possible under certain conditions. 

 
Figure 1. PTB setup based on a ns-OPO source used for 

the radiometric characterisations and calibrations. 

PTB SETUP BASED ON A NANOSECOND-

PULSED OPO  

The setup based on a pulsed OPO (5 ns at 1 kHz) used 

at PTB for radiometric characterisations and 

calibrations is shown schematically in Figure 1. It has 

recently been taken into use as an upgrade for the 

PLACOS setup built around a ns-OPO at 20 Hz 

repetition rate [6]. While exposed to a homogenised 

field of the OPO radiation, the signal of the UV 

radiometer under test is compared to that of a 

calibrated reference detector based on a Hamamatsu 

S1227-type photodiode. An identical photodiode is 

also used as a linear monitor detector. For a 
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synchronised readout of the radiometer and monitor-

photodiode signals either a two-channel oscilloscope 

or two electrometers are used.  

MEASUREMENT PROBLEM 

Considering the short-pulse and low-duty cycle of the 

irradiating field, the first step in the measurement 

procedure for spectral calibration of a radiometer 

under test is to proof the linearity of the detector 

under test throughout the dynamic range of the 

measurements. In the setup of Figure 1, the linearity 

is checked by varying the irradiance level at a fixed 

OPO wavelength and recording signals from the 

detector under test and the monitor photodiode. In 

case of UV-radiometers based on widely used silicon 

photodiodes, only normal peak saturation-type 

nonlinearities have been observed so far, similarly to 

the results reported in [4].  

However, for UV-radiometers including certain 

models of wide-bandgap photodiodes severe 

nonlinearities have been measured throughout the 

whole dynamic range. Figure 2 shows exemplary 

nonlinearities of two SiC photodiodes of different 

models. Model 2 is affected just by the peak pulse 

saturation while model 1 exhibits also a severe supra-

linearity at lower signals. Hence, such nonlinearities 

may substantially limit the dynamic range of the 

measurements and, thus, affect the calibration 

significantly.  

Figure 2. Deviation from linearity for two models of SiC 

photodiodes irradiated by the ns-pulsed OPO source at 

310 nm in irradiance mode. It is shown as a function of 

average photodiode current. 

SOLUTION AND VALIDATION 

Despite the non-linearities, the UV radiometers can 

still be spectrally calibrated provided that the 

deviations from linearity under the pulsed irradiation 

are measured and approximated by respective 

correction functions. As an example, Figure 3 shows 

calibration results of a UV radiometer with such a 

nonlinearity correction applied and without it. 

In the conference contribution we present results 

for several UV radiometers obtained using the pulsed 

ns-OPO setup at PTB. The results of the 

characterisations and responsivity calibrations are 

compared to those of other measurements carried out 

at the quasi-cw-laser setup of PTB. Moreover, the 

obtained spectral irradiance responsivities are also 

validated radiometrically by measuring several high-

power UV sources. 

Figure 3. Spectral irradiance responsivity of a UV 

radiometer based on a SiC photodiode of model 1. Due to 

the nonlinearity, an abrupt decrease of the laser power 

below 300 nm causes the observed responsivity drop-off. 
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Currently the Earth’s outgoing longwave 

radiation (OLR, 3 µm – 100 µm) is being imaged 

with scanning, single-element radiometers on the 

NASA CERES satellite instrument. Despite the 

need for increased spatial resolution, scanning 

radiometers are slated for future missions due to 

lack of a better alternative. For example, 

microbolometer staring arrays, which are 

technologically mature, do not possess the 

accuracy or broadband absorption required by 

climate scientists for OLR imaging. I will discuss 

our efforts to develop a new type of uncooled 

microbolometer consisting of electrical 

substitution radiometers (ESRs) capable of 

sensing out to 100 µm for smallsat remote sensing. 

INTRODUCTION 

Absolute radiometry using an electrical substitution 

radiometer (ESR) has not fundamentally changed 

since its conception by Kurlbaum (1892) and 

Ångstrom (1893) [1]. To this day, incident optical 

power is determined by measuring the ohmic heating 

required to achieve an equivalent signal in a 

transducer (e.g. thermistor or thermopile) when non-

illuminated. Thus, the measurement does not depend 

upon a calibrated transducer or material properties of 

the thermal absorber (i.e. knowledge of specific heat 

or thermal conductance is not required). A significant 

improvement to the concept of the ESR has been the 

development of the active cavity radiometer (ACR) 

[2], which has improved accuracy, broadband 

absorption and total absorption. However, ACRs 

typically possess time constants on the order of tens 

of seconds and are cm-scale; thus, making them 

incompatible for imaging.  

In the 1970s, Honeywell developed the 

microbolometer for low size, weight, and power 

(SWaP) imaging of thermal radiation from 7 µm – 15 

µm. While microbolometers are fast (video frame 

rates) and uncooled making them ideal for CubeSats, 

OLR imaging is problematic since their absorption is 

narrowband and calibration of each pixel’s thermistor 

is required for radiometric grade imaging. Recently, 

several research groups have adapted microbolometer 

arrays in a number of ways for satellite based OLR 

sensing. Deposition of gold black on the pixels to 

increase absorption out to 100 µm [3,4], as well as 

ESR operation of a silicon micromachined pixel have 

both been demonstrated [5].   

In collaboration with LASP, we have 

demonstrated cm-scale ESRs using vertically aligned 

carbon nanotubes (VACNTs) as broadband absorbers 

for CubeSat applications. The Compact Solar 

Irradiance Measurement (CSIM) [6], currently in 

space, uses a NIST/LASP developed ESR to track 

degradation of the photodiodes. The ESR is a silicon 

micromachined, cm-scale device with hand placed 

thermistors. We aim to further advance this 

technology to develop an active microradiometer 

(AMR) - an imaging array combining the benefits of 

both microbolometers and ACRs.  

DISCUSSION 

Figure 1 is an SEM image of a silicon micromachined 

prototype pixel/element to demonstrate the feasibility 

of integrating VACNTs with microbolometers. 

VACNTs were chosen specifically for their 

Figure 1. Scanning electron microscope image of a 

prototype single-element ESR. The element is thermally 

decoupled from the substrate by four silicon nitride legs. 

The broadband VACNT absorber (false colored blue) is 

approximately 22 µm tall and sits above a thin film VOx 

thermistor. 
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broadband absorptance (> 99%) out to 100 µm. Pixels 

were fabricated on 2 µm thick silicon nitride 

membranes with further thermal isolation provided 

by etching four legs (5 µm x 126 µm) into the 

membrane. Thin film vanadium oxide (VOx) 

thermistors were lithographically defined and 

sputtered on the pixel. Fe/AlOx catalyst was co-

located over the VOx thermistor and VACNTs were 

grown at 800 °C in a mixture of Ar/H2/C2H4 for 20 

min. VOx thermistors display a temperature 

coefficient of resistance (TCR) of approximately -

1 %/K after VACNT growth [6]. In addition, we have 

demonstrated ACR-like operation of the pixel by 

using the thermistor as a heater as well. Actively 

controlling the ohmic heat dissipated in the pixel, we 

can reduce the natural time constant from 50 ms to 10 

ms.  

Figure 2 is an optical image of a full 32-element 

linear imaging array. The top line of pixels (look 

black due to the VACNTs) are the active sensing 

elements, while the bottom row of 32 pixels (without 

VACNTs) are compensating elements used for 

common mode rejection of substrate temperature 

fluctuations if placed in a bridge with the sensing 

pixels. 

Future work entails increasing the TCR of the 

thermistor while minimizing the 1/f noise, developing 

the electronics to support active control/readout of a 

32-element array, and radiometric bench testing to 

evaluate ultimate performance.  

SUMMARY 

Active microradiometers are a nascent technology 

potentially meeting the requirements of imaging 

Earth’s OLR. Simple modifications of operating the 

individual pixels in similar fashion to active cavity 

radiometers and integrating VACNTs as broadband 

absorbers will allow for absolute radiometric imaging 

into the far infrared. 
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(a) 

(b) 

100 µm  

Figure 2. (a) Linear array of 32 ESR elements wire bonded 

and packaged in a leadless chip carrier. (b) Microscope 

image of the first two pixels of the linear array. Elements 

are similar to the prototype in Fig. 1., but with two silicon 

nitride support legs. 
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 We have investigated the performance of several 

fibre beam-splitters in order to fully understand 

their contribution to the uncertainty of 

radiometric measurements. The temperature 

dependence of the polarisation dependent loss was 

evaluated for fused biconical and planar beam-

splitters at 1310 nm and 1550 nm over the range 

10 ºC to 40 ºC and is reported for SMF-28 Ultra 

and polarisation maintaining fibre beam-splitters, 

analysed using the Mueller matrix method. The 

variation in signal ratio between the output ports 

of multi-port PM splitters was also investigated to 

determine the baseline uncertainty in such a ratio 

measurement. 

INTRODUCTION 

  Often with radiant power measurements there is 

some optical element in the setup between the device 

under test (DUT) and standard that requires 

characterisation. This could be a Brewster window or 

even a plane wedged window, a turning mirror or a 

beam-splitter. Each adds uncertainty to the 

measurement. We are interested in evaluating the 

performance limit of fibre beam-splitters, especially 

polarisation maintaining (PM) splitters, as the 

variability of the splitter ratio dominates the DUT 

responsivity measurement uncertainty of our 

calibration facility [1]. This work improves and helps 

assure the performance of our optical fibre-coupled 

cryogenic radiometer facility.  

Fibre beam-splitters are very useful in the field 

of radiometry. The work discussed here is not only 

relevant to our fibre-coupled radiometer but is also 

relevant to the area of few-photon radiometry, where 

fibre-coupled detectors are calibrated for detection 

efficiency [2] or compared directly to many other 

few-photon detectors, including superconducting 

nanowire single-photon detectors [3].  

Passive optical components such as fibre beam-

splitters and couplers, exhibit polarisation dependent 

loss (PDL), whereby the output signal of the device 

varies as a function of the input polarisation state S. 

Many references can be found in the literature to 

application notes and standards discussing PDL 

measurement techniques for fibre components [4]. 

We use the Mueller matrix method to assess the 

temperature dependent PDL of the beam-splitters 

tested. 

Further, we assess the impact the optical power 

level and spectral modal stability of Fabry-Pérot laser 

diode sources have on the stability of the beam-

splitter ratio between any two output ports of 

multiport PM fibre beam-splitters. The beam-splitter 

ratio between DUT and radiometer channels is 

required to relate the power incident on the DUT to 

the power incident on the standard detector. Splitters 

are convenient as they enable simultaneous 

measurement of the DUT and radiometer output 

signals. For high-accuracy measurements it is 

important to understand the behaviour of the beam-

splitter and the consequence of selecting specific 

output channels. The variability of the fibre beam-

splitter ratio dominates the DUT responsivity 

measurement uncertainty, hence this investigation. 

METHOD 

  The measurement of the response of a beam-splitter 

to four separately applied input polarisation states, 

whose power is known, is enough for the first-row 

coefficients of the 4 x 4 Mueller matrix to be 

determined. The minimum and maximum throughput 

of the DUT can be calculated from these four matrix 

coefficient values. A 1 x 3 SMF-28 wavelength 

independent splitter and two planar 1 x 4 PM splitters 

were in turn placed in an environmental chamber and 

cycled from 10 ºC to 40 ºC, being soaked for an hour 

at each temperature. Measurements were recorded for 

each of four input polarisation states; 0°, 45°, 90°, and 

RHC generated by a polarisation synthesiser. A 

schematic of the experimental setup is shown in Fig. 

1. The polarisation dependent loss is calculated from 

Eq. 1; 

PDL (𝑑𝐵) = 10 log10
𝑇𝑚𝑎𝑥

𝑇𝑚𝑖𝑛
        (1) 
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 Fig. 1. Setup for the temperature dependent PDL 

measurement. The input power to the DUT (Pa, Pb, Pc, 

Pd) and the output power of the DUT (P1, P2, P3, P4) for 

each of four input polarisation states; 0°, 45°, 90°, RHC, 

is measured relative to the power of the monitor 

photodiode (MON). (A) General Photonics PSY-101 

polarisation synthesiser for selecting input polarisation 

states. (B) 1 x 3 beam-splitter with monitoring channel. 

The four coloured fibre outputs from the DUT 

illustrated (1 x 4 PM beam-splitter; 25 % each channel) 
relate to the colours on charts 2a and 2b below. 

 

  A two-detector technique was used to determine the 

ratio between any two output ports of the beam-

splitter, given by Eq. 2; 

 

𝐵𝑆𝑅 = √
𝑀1(𝐷𝑈𝑇)

𝑀2(𝑅𝐴𝐷)
  ×  

𝑀2(𝐷𝑈𝑇)

𝑀1(𝑅𝐴𝐷)
                (2)               

 

where BSR is the beam-splitter ratio and M1, M2 the 

detector signals of the fibre-coupled outputs DUT and 

radiometer (RAD). The Fabry-Pérot laser diode 

source was fibre coupled to the beam-splitter via a 

variable optical attenuator (not illustrated) which is 

used to set the optical power level. 

RESULTS 

Figures 2a and 2b highlight the decrease in PDL 

when changing from SMF-28 type splitters to PM 

type splitters. The PDL of the PM beam-splitters is of 

the order 1 % at 20 °C, exhibiting a temperature 

coefficient ΔPDL / °C of approximately -0.03. This 

represents the maximum excursion in fibre output 

signal given all states of input polarisation. We 

include a rectangular bounded uncertainty of 0.05 % 

in our uncertainty budget to account for the PDL of 

the PM splitters we use. 

 
Fig. 2(a). Plot of the temperature dependence of the PDL 

(%) of 1550 nm 4 channel PM fibre beam-splitter. The 

four colours; blue, green, red, brown represent the four 

output channels of the splitter. Fig. 2(b). Plot of the temp. 

dependence of the PDL (%) of 1550 nm SMF-28 3 port 

fibre beam-splitter – only 2 channels shown. 

  The standard deviation of the ratio of the power 

output from any two fibre ports of the 3 and 4 port 

beam-splitters tested is 0.03 % maximum over a 

measurement period of 5 hours. Single element 

InGaAs photodiodes were used for this purpose at 

wavelengths 1310 nm and 1550 nm. This represents 

a quantitative measure of the effect of the temperature 

dependent PDL of the fibre beam-splitters. It results 

from temperature fluctuations of ± 0.3 °C / day in the 

laboratory environment and small changes in the 

polarisation state of the propagating light, caused by 

coupling between the slow and fast axes of the optical 

fibre components, and variability in the modal 

stability of the laser diode source. The polarisation 

extinction ratio (PER) is a measure of the strength of 

this coupling. For the PM splitters tested the PER was 

20 dB. An additional uncertainty of 0.02 % was 

attributed to each fibre as a result of swapping fibres 

between detectors during a beam-splitter ratio 

measurement. Summing these contributions in 

quadrature with the 0.03 % mentioned above, yields 

an expanded uncertainty of 0.08 %. 

CONCLUSION 

We have evaluated several fibre beam-splitters in 

order to understand their characteristics. Results 

confirm that current beam-splitter technology limits 

our fibre-coupled cryogenic power responsivity 

calibration uncertainty to 0.1 % (k=2). However, this 

work has resulted in a 4x improvement in the NIST 

optical fibre coupled power responsivity calibration 

uncertainty. 
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In the United States (U.S.), healthcare-associated 

infections (HAIs) infect one in every 25 hospital 

patients, account for more than 99,000 deaths and 

increase medical costs by more than $35 billion, 

each year. Ultraviolet-C (UV-C) antimicrobial 

devices are shown to reduce the incidence of many 

of these HAIs by 35% or more. The adoption of 

UV-C technology by the healthcare industry has 

been sporadic largely due to the lack of measures 

for efficacy. NIST has leveraged our new UV scale 

realizations to provide multiple calibration 

facilities for a variety of source technologies 

through the implementation of straylight 

corrected spectroradiometers calibrated against 

UV standard detectors. 

HEALTHCARE PROBLEM 

HAIs are one of the leading causes of death in the U.S. 

HAI statistics are difficult to obtained. HAI are not as 

newsworthy as other causes of death, until a facility 

is closed for sanitation reasons. Nationwide, HAIs 

infect about one in every 25 hospital patients.[1] Each 

year this translates to approximately 1.7 million HAIs 

occurring in U.S. hospitals, resulting in 

approximately 100,000 or more unnecessary deaths 

and an estimated $20 billion in U.S. dollars in 

healthcare costs. [2] The overall costs due to 

operational or occupational losses of productivity are 

estimated at more than $100+ billion.  

Comparing these economic data to information 

obtained from the U.S. Centers for Disease Control 

and Prevention shown in Figure 1, the deaths from 

HAIs place HAI deaths nearly at the level of those 

attributed to Alzheimer’s disease and above the 

seventh leading cause of death in the U.S., that is, 

above diabetes. [3] In 2015, diabetes claimed 79,535 

deaths, which is only about three-quarters of the 

deaths attributed to HAIs. The U.S. currently 

recognizes an “Opioid Crisis” where in 2016, about 

63,000 drug overdose deaths in the US were reported, 

while terrible is lower than those attributed to HAIs. 

 

 

NIST’S ROLE 

Multiple UV-C light source technologies and 

disinfection mechanisms at multiple wavelengths (Hg 

lamps, Xe lamps, LED, excimer) contribute to the 

confusion and difficulty in comparing devices.  

Levelling of the playing field with scientifically 

certifiable data of the efficacy of antimicrobial 

devices will help facilitate science-based decision 

making. 

NIST has developed three new facilities and 

working with the International Ultraviolet 

Association (IUVA) and Illuminating Engineering 

Society (IES) on several standard methods to support 

the UV-C measurement community. The first facility 

is a 25 cm integrating sphere system for the 

measurement of UV-C LEDs.  The second facility is 

a small frame goniometer coupled to the new NIST 

photometric bench used for measuring radiant 

intensity distributions of UV-C LEDs.  The third 

facility is 1.5 m sphere that has been recoated with a 

PTFE film which is highly reflective down to 200 nm. 

UV-C LED SPHERE SYSTEM 

The UV-C LED Sphere System is composed of a 25 

cm sphere that is coupled to CCD based array 

spectroradiometer and a halogen/deuterium source 

via two fibers.  The port entrance is 25 mm in 

diameter with a mounted precision aperture mounted. 

The system is calibrated for spectral irradiance using 
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a pulsed laser-based system that is directly compared 

to silicon single element and trap detectors calibrated 

on the NIST cryogenic radiometer. [4] Calibration by 

this method creates a stray-light correction matrix for 

the system. [5] The UV-C LED Sphere System has a 

fiber coupled halogen/deuterium lamp system that 

holds the calibration scale. On days when the system 

is used the fiber coupled lamp validates the 

calibration. 

As completion of the calibration loop, deuterium 

lamps calibrated at the NIST Synchrotron Ultraviolet 

Radiation Facility (SURF) described in another 

abstract submitted to NEWRAD2020 are compared 

using the detector-based UV-C LED Sphere System. 

The results of the source-based scale to the detector-

based scale will be presented. 

UV-C LED GONIOMETER SYSTEM 

The UV-C LED Goniometer System is a compact 

goniometer that acts as a source on the new NIST 

Photometric Bench, shown in Fig. 2. The goniometer 

is a Type-D goniometer according to LM-75 capable 

of positioning thermal electrical temperature-

controlled LEDs. [6]  

Figure 2 – New NIST Photometric Bench. UV-C LED Gonio-
meter is to the left on the source table. 

 

Using the NIST Photometric Bench and the 

alignment techniques developed at NIST using 

microscopes, the angular dependent radiant intensity 

of the LEDs can be measured and verified at various 

distances. The total radiant flux using the UV-C LED 

Goniometer System will be presented compared to 

the UV-C LED Sphere System. 

IES DOCUMENT DEVELOPMENT 

NIST along with the Illuminating Engineering 

Society (IES) and the International Ultraviolet 

Association (IUVA) are supporting the UV-C 

disinfection community by leveraging the standards 

developed to support the infrastructure of the general 

lighting community. Four topics have been identified 

as areas of need for documentary test measurement 

standards: Total radiant flux and radiant intensity 

distribution measurement of discharge sources; Total 

radiant flux and radiant intensity distribution 

measurement of LED chips and arrays; Total radiant 

flux and radiant intensity distribution of complete UV 

devices; and the Application distance radiometry of 

UVC devices.  

SUMMARY 

NIST is taking an active role by improving UV 

measurement scales and UV measurement facilities 

to support the application of the documentary 

standards for the UV-C disinfection community.   
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 A new calibration facility was setup for the 

absolute spectral responsivity measurement of a 

NIR radiation thermometer at the NIMT. The 

concept of the setup is to measure the absolute 

spectral responsivity in the wavelength range of 

1550 nm to 1650 nm matching to the spectral 

bandpass of a NIMT radiation thermometer. The 

new setup uses a tuneable laser as infrared source 

and an integrating sphere as Lambertain source. 

The laser output is guided with a fibre optic into 

the integrating sphere equipped with an precision 

aperture with known effective area. The spectral 

radiance of the source is determined via the 

spectral irradiance measured by an InGaAs 

detector with known absolute spectral power 

responsivity traceable to the primary detector of 

the PTB. First results of the spectral responsivity 

calibration of the NIR radiation thermometer are 

presented, and estimations of uncertainty for the 

absolute spectral responsivity are given. 

INTRODUCTION 

Recently the redefinition of the new kelvin allows 

spectral-band primary radiometry to realise the 

thermodynamic temperature [1]. So far many NMIs 

have developed capabilities for directly measuring 

thermodynamic temperatures at high temperatures 

[2,3,4]. However some NMIs have developed 

capabilities for directly measuring thermodynamic 

temperature in the middle temperature range using a 

NIR radiation thermometer [5,6]. 

Presently a cryogenic radiometer was setup at 

the NIMT and established as a primary standard of 

the absolute radiant power in the visible region. 

Using a fiber optic tuneable laser, the capability can 

be extended to the wavelength range from 1550 nm 

to 1650 nm, which match with the spectral bandpass 

of a 1600 nm radiation thermometer already used to 

disseminate the ITS-90. Therefore, the realisation of 

the new kelvin using the NIR radiation thermometer 

can be done at the NIMT by developing the absolute 

calibration setup for spectral radiance responsivity in 

the wavelength range. The aim of this calibration is 

to assign the thermodynamic temperature to fixed-

point blackbodies used at the middle temperature 

range as shown in Figure 1.  

 

 

CALIBRATION SETUP 

A schematic diagram of the new calibration setup at 

the NIMT is shown in Figure 2. A tuneable laser is 

used as radiation source. By operating in constant 

current (CC) mode, the laser output is controlled to 

be stable within 0.2 %. To enable calibrating 

radiation thermometer, the laser radiation is 

introduced to an 9.75 inch integrating sphere 

through a 1 m fiber optics. The opening port of the 

sphere is equipped with a precision aperture of 10 

mm in diameter due to large target spot of the 

radiation thermometer (3 mm). A direct substitution 

comparison was performed by using translation 

stages to move the InGsAs detector and the radiation 

thermometer to the measurement position. Due to 

the low output, the spectral radiance measured by 

the InGaAs detector is performed at the one half of 

the measuring distance of the radiation thermometer. 

Figure 1. Traceability chain of thermodynamic 

temperature in the middle temperature range 
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The spectral absolute radiance responsivity of 

the NIR radiation thermometer at each wavelength 

(SRT()) is calculated from the spectral responsivity 

of the InGaAs (SInGaAs()) by  

𝑆RT
𝐿 = 𝐺 ∙

𝐼ph,RT−𝐼d,RT

𝐼ph,InGaAs−𝐼d,InGaAs
∙ 𝑆InGaAs

𝐸   (1) 

where G is the geometric factor of the measurement 

set up, Iph,InGaAs and Id,InGaAs is the photocurrent and 

the dark current of the InGaAs detector, Iph,RT and, 

Id,RT is the photocurrent and the dark current of the 

radiation thermometer.  

In combination with the relative spectral 

responsivity measured at the spectral responsivity 

measurement facility [7], the absolute spectral 

responsivity can be determined for the whole range 

from 1000 nm to 2200 nm.   

RESULTS AND DISCUSSION 

Preliminary result for absolute spectral responsivity 

of the NIR radiation thermometer is graphically 

shown in Figure 3.  

 

In the figure 3, only the calibration result at 1600 

nm comes from the absolute calibration setup while 

the related responsivity for the whole range comes 

from the relative spectral responsivity facility.  

The main contributions of the uncertainty for 

the absolute spectral responsivity of the NIR 

radiation thermometer are shown in Table 1. 

Table 1. Contributions to uncertainty at 1600 nm. 

Contributions of uncertainty, % Preliminary Provision 

Homogeneity across the sphere 0.2 0.1 

Stability of output signals 0.1 0.05 

Calibration uncertainty 0.4 0.05 

Calibration of Aperture 0.05 0.023 

Distance measurement 0.1 0.05 

Noise of radiation thermometer 0.005  0.005 

Combine uncertainty, % (k=1) 0.47 0.13 

Expand uncertainty, % (k=2) 0.94 0.26 

 

 In the present setup, the calibration uncertainty 

of the InGaAs detector contributes most to the 

overall uncertainty, which is limited to 0.94% (k=2). 

By improving the calibration uncertainty of the 

InGaAs detector to a value of 0.1%, which is 

straightforward, the overall uncertainty will reduce 

to 0.23% (k=2) corresponding to 53 mK at 150 °C, 

143 mK at 420 C and 563 mK at 1100 °C.  
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Figure 2. Calibration setup for absolute calibration 

for a NIR radiation thermometer 

Figure 3. Preliminary measurement results for 

absolute spectral responsivity of the test NIR 

radiation thermometer  
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According to our experimental results and 

simulations, a nitrogen flow used to prevent dust 

and moisture entering the detector may influence 

measurements performed with trap detectors in 

overfilled conditions. Based on simulations, the 

nitrogen flow through the detector forms a 

nitrogen beam that might act as a gradient-index 

lens increasing the effective aperture area of the 

detector and thus the photocurrent. The 

turbulence of the flow increases standard 

deviation of the measurements. The shape of the 

nitrogen beam depends on the size of the limiting 

aperture of the detector. Thus, the maximum 

usable nitrogen flow should be determined 

separately for each configuration. 

INTRODUCTION 

Measurements using trap detectors are carried out 

daily in optical metrology. Typically, the photodiodes 

in the detector are exposed to ambient conditions of 

the laboratory. Dust and moisture accumulating on 

the diodes increases the uncertainty of the 

measurements and reduces the calibration interval. 

A nitrogen flow system can be used to prevent 

the moisture and dust collection on the diodes [1]. A 

constant flow of dry nitrogen is introduced through 

the detector, where it exits the detector aperture 

preventing unwanted particles and moisture entering 

the detector. The optical properties of nitrogen are 

rather similar to those of air. Based on this, the flow 

should tentatively not introduce any errors into the 

measurements. However, our results indicate that the 

nitrogen flow can increase signals in overfilled 

measurement conditions. 

RESPONSIVITY MEASUREMENTS 

In our measurements of a 5-cm diameter LED source 

at the distance of 4.5 m using methods presented in 

[2], we have noticed that the nitrogen flow influences 

the results. Measurements were carried out with a 

wedged trap detector of two photodiodes and a 

precision aperture with a diameter of 4 mm. Figure 1 

presents the normalized photocurrents from the trap 

detector at nitrogen flow rates of 0.5 – 2.0 l/min. The 

standard deviations of the results are also indicated. It 

can be noticed that with flow rates of 1.0 and 1.5 

l/min, both the photocurrent and the standard 

deviation are clearly elevated when compared to the 

results at the flow rate of 0.5 l/min. 

Measurements were also carried out for the 

responsivity in underfilled mode utilizing different 

flow rates. The normalized results are shown in 

Figure 2, where it can be seen that the changes in 

responsivity are approximately two orders of 

magnitude smaller than the changes in the 

measurements made in the overfilled mode. These 

results link the responsivity changes of Figure 1 to 

light passing close to the aperture edge in overfilled 

conditions. 

 

Figure 1. Relative photocurrents and their standard 

deviations of 6 measurements using stable white LED 

source with a trap detector and a 4-mm diameter limiting 

aperture in overfilled condition (>100 × 𝑑aperture). 

Figure 2. Normalized responsivity of the trap detector with 

10-mm diameter aperture measured with 488-nm laser 

beam of 1.6-mm diameter at different nitrogen flow rates. 
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SIMULATION OF NITROGEN FLOW 

To further analyse the reason for the response 

increase, the distributions of the nitrogen fraction, 

pressure, and the relative humidity were simulated 

with Solidworks. Detector housings with aperture 

diameters of 4 mm and 10 mm were modelled. A 

turbulent flow was assumed as the inlet flow. 

Figure 3 shows the simulation results at the 

steady state for flow rates of 0.5, 1.0 and 1.5 l/min 

with both aperture diameters. The pressure difference 

between the inside of the detector and the ambient is 

0.2 Pa when using the 4-mm diameter aperture and 

1.5 l/min flow rate. The turbulence makes the flow 

distribution change over time with higher flow rates, 

and the nitrogen profile in front of the detector is 

unstable. This is also seen in the LED measurements 

in Figure 1 as increased standard deviation of the 

photocurrent. 

The nitrogen flow appears to produce a tube-like 

structure in front of the aperture. The refractive index 

of nitrogen is about 5 ppm larger than that of air [3] 

and thus nitrogen appears to form a gradient-index 

type gas lens in front of the detector. Paraxial light 

paths passing close to the aperture edge are expected 

to slightly bend towards the optical axis. As a result, 

the area of the detector aperture may effectively 

increase for a large-area LED source because of the 

lensing effect. For a laser source in underfilled mode, 

the lensing effect is expected to be much smaller, in 

agreement with Figure 2. 

DISCUSSION 

Based on our measurements, the nitrogen flow affects 

the response of trap detectors in overfill conditions. 

The gradual radial change of the nitrogen fraction, 

and thus the refractive index, may act as a gradient-

index lens and effectively increase the aperture area 

of the detector. 

Simulations were made for two different 

aperture diameters and different nitrogen flow rates 

to evaluate the nitrogen profile in front of the detector 

and its turbulence. The standard deviations of the 

overfill measurements support the hypothesis of the 

flow affecting the results. Having a small enough 

flow rate minimizes the effect on the measurements. 

At the same time, the flow rate should be kept large 

enough to prevent moisture and dust entering the 

detector. 
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Figure 3. Simulated nitrogen flow distributions of a detector with 4 mm (left) and 10 mm (right) aperture openings with 
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0.7 m, respectively. The simulated result is shown at the steady state of the system. 
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Light sources with total emittance at or lower than 

femtowatt power can be used to calibrate sensitive 

cameras used for biomedical imaging.  We 

employ a system to calibrate these dim sources by 

using a light source split by a high ratio (99:1) 

bifurcated optical fiber. The measured 

transmittance ratio along with the calibration of 

the high emittance branch using current 

measurement capabilities with low uncertainties 

facilitates calibration of dim sources.   

INTRODUCTION 

Fluorescence and bioluminescence-guided imaging 

devices are used to help clinicians visualize the extent 

and distribution of cancerous tissue, especially during 

surgical excisions. Driven by the goal of minimizing 

toxicity from both the fluorescent contrast agent and 

the excitation source intensity, the luminescence 

emitted at the tissue surface is very dim. This 

necessitates the use of dim light sources, which may 

be electrically - driven (light bulbs) or optically 

driven (fluorescent polymeric tissue phantoms) as 

monitoring artifacts to track the performance of an 

imaging device during its development or in 

preclinical studies (Fig. 1). [1] 

 

  The camera systems in luminescence-guided 

imaging vary in form factors (e.g endoscope, robotic-

assisted surgical systems), the types of sensors and 

associated electronics, and operate in different 

wavebands depending on the contrast agent emission 

band which can vary from the blue to near infrared 

spectral region. Thus, it is convenient to have these 

portable dim light sources presented to the imager at 

the site of use. These sources have been generally 

used as monitoring artifacts; with radiometric 

calibration, they can transfer SI-traceable scale to the 

imager.   

METHOD 

We have set up a system to calibrate dim sources 

using commercially available components, as shown 

in Fig. 2.  This consists of a light emitting diode (A) 

at the desired waveband matching the unit under test 

(F), input into a high-ratio bifurcated optical fiber 

(B,D) (99:1 ratio). The higher emittance branch (B) is 

coupled to a photodiode (C) calibrated by the NIST 

SCF. [2] The low-emittance branch of the fiber (D) is 

input into a 50.8 mm (two-inch) diameter integrating 

sphere with a 12.7 mm (half inch) exit port (E), 

attenuating it further. The optical fiber and integrating 

sphere are calibrated for their transmittance and 

throughput respectively. The integrating sphere exit 

port is presented to a low-noise camera (G), used here 

as a transfer imager, alternated with the dim light 

Figure 2. Illustration of the bifurcated optical fiber 

system for calibrating dim light sources.  

Figure 1. Example of a light-emitting diode artifact (A) 

and a fluorescent tissue phantom (B). 
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source being tested (F); the light emitting diode 

source drive current is adjusted such that the radiance 

of the sphere source matches the dim source under 

test as imaged on the transfer camera. The radiance of 

the sphere source is calculated from the responsivity 

of the calibrated photodiode and the fiber 

transmittance and sphere throughput. The dim source 

derives its radiance value through the comparison 

with the sphere output. 

 

  The calibration is done at higher flux, where 

measurement uncertainties are lower and utilizes 

commercially available components.    
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When high-accuracy radiometric measurements 

for photodetectors such as Si photodiodes are 

required, the prevailing practice is to perform DC 

measurements on the detector’s response. For 

example, the signal from the detector is typically 

acquired and integrated over seconds if not longer 

for each input light configuration. The idea is that 

long integrating time helps in reducing noise 

related uncertainty. Here, we demonstrate an 

alternative to this paradigm with a radiometric 

measurement system that performs a versatile AC 

mode of operations. This system achieves not just 

fast but accurate measurements mainly by three 

components: a fast steering mirror that can 

position the probe beam rapidly, a fast data 

acquisition module that acquires responses from 

all detectors, and a computer algorithm for digital 

signal processing. This system enables fast data 

collection using a variety of measurement 

configurations. We illustrate the benefits of the 

system using two examples; measuring detector 

response using a chopped beam, and measuring 

detector spatial uniformity map with high density 

of pixels.  

INTRODUCTION 

In modern radiometry from UV to IR, the use of 

several types of solid-state photodetectors like Si and 

InGaAs photodiodes has been ubiquitous. 

Pyroelectric detectors are also gaining popularity. For 

photodiodes, while the frequency range of response 

typically extends from DC to several hundreds of kHz, 

it is a general tradition to perform radiometric 

measurements only at DC mode with a time constant 

of seconds. For example, a photodiode’s response is 

integrated up to seconds with a fixed light 

configuration followed by the same measurement but 

with light blocked for background response. The 

difference of the two measurements is then the true 

response of the detector. Little was done to explore 

photodiode response using AC mode of measurement. 

As for the pyroelectric detectors, they can only be 

operated in AC mode at a frequency of tens of Hz. 

Consequently, the traditional measurement system 

for pyroelectric detectors often incorporates a 

chopper and a lock-in amplifier. Here, we introduce a 

measurement setup capable of AC measurements for 

both types of detectors without using conventional 

choppers and lock-in amplifiers. The versatile nature 

of the setup offers a variety of measurement modes 

that is very time-consuming to do using conventional 

systems. 

 

MEASUREMENT SETUP 

 The setup is depicted in Fig. 1. The vis/IR light used 

by this setup is generated by a Super-Continuum (SC) 

source and filtered by a monochromator (labelled as 

LLTF in Fig.1). The light is directed to test detectors 

and steered by a Fast Steering Mirror (FSM). The 

FSM is capable of tilting along two perpendicular 

axis and the angles of the tilt are controlled by 

voltages from two D/A outputs of a Multifunction 

Data Acquisition (MDA) module. The response of the 

test detector is sent back to the A/D input of the MDA. 

The MDA is commanded by a computer and can 

Figure 1. Setup for detector response measurement using 

AC/DC mode. 
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perform synchronous A/D and D/A operation up to a 

sampling rate of 500 kHz.  

DETECTOR RESPONSE MEASUREMENT 

USING CHOPPED BEAM 

In the first example, we programmed the MDA such 

that the FSM steered the light beam and alternated 

between two positions, one inside the detector’s 

active area and the other outside the detector’s active 

area. At the same time, the detector’s response was 

digitized synchronously with the steering operation. 

Fig. 2 shows the raw response data from a Si detector 

and a pyroelectric detector with a chopping frequency 

of 10 Hz and a sampling rate of 10k/s. The DC 

responses of the detectors were derived from the raw 

data using a Digital Signal Processing (DSP) 

algorithm which (1) eliminates data from the transient 

regions, (2) averages the flat response regions of the 

light-on and light-off periods, and (3) calculates the 

DC response from their difference. Using this method, 

we found excellent repeatability at the 10-4 level for 

the photodiode with 1 sec acquisition time. It is 

somewhat higher for the pyroelectric detector 

because of the intrinsic detector noise as evident from 

Fig. 2.  

DETECTOR SPATIAL UNIFORMITY SCAN 

As a second example, the FSM was used to raster 

scan the light beam across a detector for uniformity 

mapping. The scanning sequence is controlled by the 

MDA which also collects data from the detector 

synchronously with the position of the light beam. Fig. 

3 shows the contour plot at 0.1% contour level of a 

scan on a trap detector with a 4 mm aperture. The area 

of the scan is 8 mm x 8 mm with a 128 x 128 mesh 

with corresponds to more than 16,000 data points 

from the scan and the whole scan took about 3 

minutes to complete. Notice the details exhibited in 

the plot especially the depressed hole near the bottom 

of the plot. It is believed to be caused by a speck of 

dust stuck on the detector surface. 

SUMMARY 

We have shown that a simple system with FSM, 

MDA, and DSP processing of data can extract DC 

response using AC measurement for detectors like 

photodiodes and pyroelectric detector. This technique 

is a variation of the conventional phase-sensitive 

lock-in measurement and is good at out-of-band noise 

reduction. This contrasts with the traditional DC 

measurements which is subject to possible slow drift 

from the system. In addition, we showed that this 

system can perform fast and high-density detector 

uniformity scan. Such scan can take many hours 

using a conventional DC system. This scanning 

technique can be a good diagnostic tool for evaluating 

a detector’s general conditions. 

Figure 2. Uniformity contour plot of a trap detector. For 

clarity, only the contour lines of the top 2% are plotted and 

the adjacent contour lines represent 0.1% change in 

responsivity. This plot is generated using 128 x 128 data 

points. 

 

Figure 3. Data acquired by MDA from of a Si photodiode 

and a pyroelectric detector by chopped light using FSM. 
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We are developing a radiometer, which can 

simultaneously measure radiant power and 

centroid wavelength of narrow-band light sources 

in a wavelength range from 400 nm to 900 nm. The 

device consists of an integrating sphere and two 

photodiodes attached on that. One of the 

photodiodes is accompanied with a dielectric filter 

to make its spectral responsivity different from the 

other. The accuracy of the power and wavelength 

measurements using this device is being tested 

both numerically and experimentally. 

MOTIVATION 

Wavelength-tunable narrowband light sources with a 

spectral bandwidth of less than 10 nm, including 

lasers, are widely used in the field of radiometry, 

especially for spectral characterization and 

calibration of optical sensors and detector systems. 

The radiant power and centroid wavelength of such a 

source are the important quantities, which need be 

monitored by using two separate instruments, a 

power-meter (i.e., a radiometer calibrated against 

radiant flux) and a wavelength-meter (or a spectro-

radiometer).  

Our motivation is to develop a two-in-one 

instrument, which can simultaneously measure 

radiant power and centroid wavelength in a single 

reading. The concept of the dual-photodiode 

radiometer is applied, which is described and 

demonstrated in Ref. [1]. The main challenge of our 

experimental realisation of this concept is to cover a 

wide wavelength range from 400 nm to 900 nm. As 

the development is still in progress, we present in this 

paper the preliminary results achieved so far.  

CONSTRUCTION 

Figure 1 shows the schematic design of the dual-

photodiode radiometer developed. The flux to be 

measured is entered into a small-sized integrating 

sphere with an inner diameter of 50 mm, which is 

attached with two Si photodiodes. One of them is 

accompanied with a dielectrically coated filter, which 

makes the spectral responsivity of one detector 

different from the other. 

As described in Ref. [1], the dual-photodiode 

radiometer concept works only when the following 

conditions are fulfilled: First, spectral responsivity of 

each detector should be a linear function against 

wavelength within the bandwidth of the incident light. 

Second, the responsivity ratio of the both photodiodes 

should be a monotonic function against wavelength. 

The measured spectral responsivities of each 

photodiode are shown in Figure 2 together with their 

ratio as a function of wavelength. The condition of the 

linear function seems to be fulfilled from 400 nm to 

900 nm. However, the ratio is not a monotonic 

function below 500 nm. Therefore, the device 

constructed for the first test can be used only in a 

Figure 1. Schematic design of the dual-photodiode 

radiometer for simultaneous measurement of radiant flux 

and centroid wavelength. 

Figure 2. Measured spectral responsivity of the 

photodiodes #1 and #2, and their ratio of the dual-

photodiode radiometer shown in Fig. 1.  
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wavelength range from 500 nm to 900 nm. A revision 

of the filter coating is required to extend the working 

range. 

NUMERICAL TEST RESULTS 

The expected accuracy of the dual-photodiode 

radiometer is first tested based on a numerical 

simulation. Similar to Ref. [1], we took a Gaussian 

function with a spectral bandwidth (FWHM) of 1 nm, 

5 nm, and 10 nm at various centroid wavelength as 

the input light. For each input light, we calculated the 

centroid wavelength and radiant power by using the 

measurement equations of the dual-photodiode 

radiometer based on the measured data of Fig. 2.  

Figure 3 and Fig. 4 show the simulation results 

for centroid wavelength and radiant power, 

respectively: the difference of the “measured” values 

and the “true” values are plotted as a function of 

wavelength from 500 nm to 900 nm for different 

values of source spectral bandwidth. 

We see in the results of Fig. 3 and Fig. 4 that a 

high measurement error is expected in the near of 500 

nm, 900 nm, and 800 nm, where the spectral 

responsivity of the photodiode #1 severely deviates 

from a linear function. Except these regions, the 

maximum errors are kept small. For a spectral 

bandwidth of less than 1 nm, the expected errors for 

centroid wavelength and radiant power are less 0.1 

nm and 0.1 %, respectively. The errors generally 

increase as the spectral bandwidth of the source 

increases, but well below 0.5 nm and 0.3 % for 

centroid wavelength and radiant power, respectively,  

except several problematic regions where the spectral 

responsivity is strongly non-linear against 

wavelength.  

Based on the numerical test results with the 

measured spectral responsivities, we obtained 

valuable information on how to modify the spectral 

transmittance of the filter to achieve the high 

accuracy in the whole target range from 400 nm to 

900 nm. 

FURTHER TESTS IN PLAN 

To be a practical measurement device, the proposed 

dual-photodiode radiometer needs to be also tested 

for various response characteristics such as angular 

and spatial uniformity, stability, and non-linearity 

against incident power. For application with lasers, 

polarization dependence will be also tested. As the 

target application of this two-in-one device, we will 

monitor the radiant power and centroid wavelength of 

a tunable laser and of a monochromator-based 

tunable light source. 
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Figure 3. Measurement errors for centroid wavelength 

expected from the numerical simulation based on the 
measured spectral responsivities of Fig. 2 and a Gaussian 

function input with a spectral bandwidth of 1 nm (blue), 5 

nm (red), and 10 nm (grey). 

 

Figure 4. Measurement errors for radiant power expected 

from the numerical simulation based on the measured 

spectral responsivities of Fig. 2 and a Gaussian function 

input with a spectral bandwidth of 1 nm (blue), 5 nm 

(red), and 10 nm (grey). 
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A stable spectrally tunable source for calibration 

of radiometric detectors in radiance or power 

mode has been developed and characterized. It 

consists of a supercontinuum laser with expander 

and focusing optics, subtractive monochromator, 

power stabilization feedback control scheme, and 

output coupling optics. 

The commercial supercontinuum laser Fianium 

SC400-4 was used. It has wavelength range from 

0.4 to 2.5 μm with full spectrum power of 4 W.  

A power stabilization feedback control scheme 

has been incorporated that stabilizes the source 

to better than 0.02% for averaging times longer 

than 1200 s. 

INTRODUCTION 

When developing facilities for 

spectroradiometric instrument calibrations, 

including detectors, spectroradiometers, video 
spectrometers, etc., one of the main components of 

uncertainty budget of radiance or radiant power 

measurements is the instability of the radiation 
source used.  

While radiant sources based on lamps and 

blackbodies provide sufficient measurement 
accuracy in the visible range of the spectrum, for 

example, for the detectors spectral responsivity, the 

radiant power level of these sources does not 

provide the required accuracy in the infrared. A 
partial solution to the problems of measurements in 

the infrared spectral range is to using lasers at fixed 

wavelengths. 
Nowadays, lasers with a wide spectral range 

are available [1,2]. These lasers are called 

supercontinuum and covered the spectral range from 

0.4 to 2.5 μm with   full power up to 14 watts. 
Using of these lasers significantly expands the 

capabilities of the metrological assurance of 

spectroradiometric instruments calibrations, while 
the stability is certain. 

This work is devoted to stabilization of 

supercontinuum laser power, while it used as a 
radiant source of detector spectral responsivity 

calibration facility based on a cryogenic radiometer. 

 

STABLE SPECTRALLY TUNABLE 

MONOCHROMATIC SOURCE  

Figure 1 shows the VNIIOFI stable spectrally 

tunable monochromatic source for the spectral range 

from 0.4 to 2.5 μm. 
The main parts of the facility are: (i) radiation 

source unit with the optical system, which focuses 

the radiation on the input slit of the monochromator; 
(ii) subtractive double monochromator, (iii) laser 

feedback system, (iv) output coupling optics and (v) 

detector under test. 

 The facility includes powerful supercontinuum 
laser Fianium WhiteLase SC 400-4 for the spectral 

range from 0.4 μm to 2.5 μm. Special laser beam 

mirror expander with focusing unit are used to 
irradiate entrance slit of double monochromator and 

fill its f/4,8 aperture angle. This expander consists of 

2 spherical mirrors with expansion ratio of 6x. The 
focusing unit includes flat and off-axis parabolic 

mirrors. The spectral mercury lamp is used for 

monochromator wavelength calibration.  

Radiation of source is directed to 
monochromator input slit, in front of which the 

order-sorting filter wheel is located.  Subtractive 

double monochromator McPherson 2035D uses 
gratings of 600 grooves/mm for the spectral range 

from 0.4 to 2.5 μm. Monochromator technical 

characteristics allow selecting radiation with the 

spectral bandwidth of 6 nm in this spectral range. 

 
Figure 1. VNIIOFI stable spectrally tunable 
monochromatic source 

1 – supercontinuum laser emitter, 2 – laser beam mirror 

expander, 3 – focusing unit, 4 – order-sorting filter wheel, 

5 – subtractive double monochromator, 6 – quartz 

beamsplitter, 7 – quartz lens, 8 – feedback monitor 

detector, 9 – transimpedance amplifier, 10 – 

supercontinuum laser unit, 11 – digital voltmeter, 12 –

 shutter; 13 – output coupling optics; 14 – detectors under 

test (DUT). 
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For stabilization of monochromatic radiant 

power the feedback control is used. It consists of 

thin quartz plate beamsplitter (6), quartz lens (7), 
feedback monitor (8), transimpedance amplifier (9), 

supercontinuum laser unit (10) and digital 

voltmeter (11). Thin quartz plate beamsplitter is 
installed after output slit of monochromator. The 

reflected beam is directed to feedback monitor 

detector with focusing quartz lens. Silicon trap-
detector is used as feedback monitor in the spectral 

range from 0.4 to 1.0 μm. InGaAs and Extended-

InGaAs photodiodes are used as feedback monitor 

in the spectral range from 0.9 to 1.6 μm and from 
1.6 to 2.5 μm respectively. Spectral responsivities of 

this feedback monitor detectors are presented in 

Figure 2. 

 
Figure 2. Spectral responsivities of feedback monitor 

detectors 

Feedback monitor detectors are connected to 

transimpedance amplifier that outputs feedback DC 
voltage in the range from 0 to +5V. Adjusting DC 

Voltage of feedback is provided by changing the 

gain of transimpedance amplifier. Output of 
amplifier is connected to supercontinuum laser unit 

that has own internal feedback interface. A PID 

(Proportional-Integral-Differential) control loop is 

used to adjust the drive levels to the laser. 
Optionally optical program-controlled shutter is 

placed after feedback beamsplitter in transmitted 

beam.  
Developed monochromatic laser-based source 

has been established at VNIIOFI Primary Standard 

for Optical Radiant Power based on Absolute 
Cryogenic Radiometer (ACR) [3]. Output coupling 

optics (13) is provided by using two off-axis 

parabolic mirrors to the entrance window of the 

vacuum chamber, which forms a common vacuum 
volume for the ACR and detectors under test. 

Spectral responsivity scale realization consists 

in measuring the radiant power absorbed by the 
receiving cavity of the radiometer, irradiating the 

photodetector with this flux, measuring its signal 

and calculating its spectral responsivity by the 

formulas: 
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Where ( ), ( )I US S   - current and voltage spectral 

responsivities of calibrating detector, ( ), ( )I U   -

current and voltage of calibrating detector, 
o ( )P   - 

spectral radiant power. 

The measured spectral radiant power of 

developed monochromatic laser-based source in the 
spectral band of 6 nm is presented in Figure 3. 

 
Figure 3. Spectral radiant power of developed 

monochromatic laser-based source in the spectral 

band of 6 nm 

A power stabilization feedback control scheme has 

been incorporated and it stabilizes the 

monochromatic radiant power better than 0.02% for 

time interval longer about 1200 s. Spectral radiant 
power stability is presented in Figure 4. 

 
Figure 4. Temporary stability of spectral radiant power 

 

REFERENCES 

1. J T Woodward et al., Supercontinuum sources for 

metrology, Metrologia 46 (2009) S277–S282. 

2. Andrew P. Levick et al., Spectral radiance source 

based on supercontinuum laser and wavelength 

tunable bandpass filter: the spectrally tunable 

absolute irradiance and radiance source, APPLIED 

OPTICS / Vol. 53, No. 16 / 1 June 2014. 

3. Gavrilov V.R. et al., National Primary Standard for 

the Units of Absolute and Relative Spectral 

Sensitivity at Wavelengths from 0.25 to 14.00 μm 

Get 213–2014, Measurement Techniques, February 

2016, Volume 58, Issue 11, pp 1200-120. 

94



Thermal Characterization of Fiber-Coupled Spectrographs 

B. Carol Johnson, Steven W. Brown, Thomas Larason, and John Woodward 

Sensor Science Division 

National Institute of Standards and Technology 

Corresponding e-mail address: cjohnson@nist.gov 

 

Accurate spectral radiometry utilizing 

spectrographs requires thorough instrument 

characterization. The performance of 

spectrographs with silicon photo-diode or CCD 

arrays demands increased scrutiny as applications 

continue to push for lower uncertainties and 

incandescent lamp sources are being replaced by 

non-Planckian radiators. In this work we 

characterized the sensitivity of the wavelength 

registration and the system radiometric 

responsivity of five commercial spectrographs to 

ambient temperature using a lamp illuminated 

integrating sphere source, emission line lamps, 

and an environmental chamber. The temperature 

was varied between 6C and 45C. We developed 

correction functions for the two effects and 

validated them with test data. 

INTRODUCTION 

Several projects in the Sensor Science Division at the 

National Institute of Standards and Technology 

(NIST) require accurate radiometric measurements 

during field work, where the ambient temperatures 

differ from the laboratories at NIST. In the future, 

solid-state sources such as LEDs may supplement or 

replace incandescent lamps in radiometric sources. 

As the latter are proxies for primary standards via 

Planck’s Law, while the former are not, performance 

requirements on spectroradiometers will become 

more stringent, and sensitivity to temperature will be 

a critical aspect of instrument characterization. 

Three different field projects were involved in 

this study, one where a source and spectroradiometer 

system are required to be stable over intervals of 6 

months to 1 year, during which time the system is 

transported by a cargo ship inside a shipping 

container [1], a second where a spectroradiometer is 

calibrated in an unairconditioned aircraft hangar and 

then flown on a National Aeronautics and Space 

Administration (NASA) ER-2 aircraft [2], and a third 

where the spectroradiometer is calibrated and 

operated at high altitude (Mt. Hopkins or Mauna Loa) 

under conditions of varying ambient temperature [3]. 

For all three projects, insensitivity to temperature 

changes is mandatory. 

In this work we report the sensitivity to ambient 

temperature for five fiber-coupled CCD 

spectrographs, see Table 1. 

Table 1. Description of the spectroradiometers (BF = bare 

fiber, CC = cosine collector). 

Name Spectral Coverage, nm Foreoptic 

MOBY 298 to 1103 BF 

UV 200 to 876 BF 

LUSI 299 to 1104 CC 

STARS 380 to 1050 BF 

XSTARS 379 to 1040 CC 

EXPERIMENTAL SETUP 

The spectrographs (devices) under test (DUTs) were 

operated inside an environmental chamber with the 

relative humidity allowed to vary while the 

temperature was controlled at various set points. Two 

ports, one for electrical cables and one for the optical 

fibers, allowed for remote control of the DUTs, 

incorporation of additional temperature sensors, and 

simultaneous illumination of the DUTs using a lamp-

illuminated integrating sphere source (ISS). The ISS 

and a fiber-coupled monitor spectrograph (MS) were 

outside the environmental chamber, where the 

temperature was 24.3C±0.3C.  The stability of the 

ISS was recorded by the MS with occasional manual 

readings of the ISS’ internal photopic monitor 

photodiode. When the chamber temperature was 

stable at the set point, the ISS measurements were 

interrupted for a sequence of wavelength stability 

tests using HgNe or Ne emission pen lamps. 

Multiple, independent records of chamber and 

laboratory ambient temperature and relative humidity 

were recorded utilizing the chamber sensors, a two-

channel digital thermometer-hygrometer, and a 

10 kΩ thermistor. The thermistor was mounted on 

one of the DUTs. Temperature profiles were operated 

daily, always beginning and ending near ambient, 

with durations of 90 min or 120 min. The MOBY, UV, 

LUSI, and STARS were operated over 11 days in the 

fall of 2018; XSTARS was operated on a single day 
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in April 2019. The set temperature varied between 

5C and 40C, which was deliberately outside the 

stated operating range for the two of the DUT in order 

to replicate collects on prior field experiments.   

ANALYSIS 

The experiment generated 24,618 data files, as much 

of the data logging was on a 10 s, 30 s, or 60 s 

cadence (wavelength calibrations were the exception), 

so the processing was designed to be automated. 

For both the wavelength and system response 

dependence on ambient temperature, the thermistor 

serves as the reference. The observed emission lines 

were fit to a Gaussian. The results were independent 

of which lamp (HgNe or Ne) as well as wavelength. 

The temperature-induced wavelength shifts were 

modelled by a quadratic and the sensitivity factors 

determined from the derivative, see Fig. 1. 

Figure 1. Sensitivity of wavelength shift to ambient 

temperature for the five DUTs.  

After correcting for the wavelength dependence 

on temperature, the observations of the ISS were 

corrected for known effects (e.g. stray light, changes 

in alignment of the optical heads viewing the ISS, and 

drift in the ISS output over the 92 h burn time). DUT 

files acquired for 10 min to 20 min when the 

thermistor reading had stabilized were averaged, see 

Fig. 2 for MOBY. These results are for all 43 

temperature plateaus, normalized to 24C. 

Interpolation in these data results in a responsivity 

correction factor as a function of ambient temperature 

and wavelength. At 600 nm, these preliminary results 

correspond to a responsivity temperature sensitivity 

for MOBY of about 0.1%//C. 

Results to date have modelled the sphere drift in 

terms of a Planckian distribution fit for CCT using the 

MS data. Correlation studies between the MS and the 

DUTs support the hypothesis that the responsivity of 

the MS was invariant, and it was the ISS that drifted. 

Figure 2. Normalized MOBY output as a function of 

wavelength and difference from the reference temperature.  

DISCUSSION AND CONCLUSIONS 

The five DUTs were all from the same manufacturer 

and the same general model number, manufactured 

between 2005 and 2015. The wavelength sensitivity 

with ambient temperature differed for each, 

indicating individual characterization is required. The 

system response demonstrated increased sensitivity 

to temperature for wavelengths greater than about 

900 nm and ambient temperatures above 32C. For 

all DUTs, the responsivity sensitivity depends on 

wavelength. 
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Experimental correction model of temperature 

dependence for LED filament lamps is reported. 

The quantities approximate relations of the 

ambient temperature, the voltage and the flux are 

analysed. The flux deviation is nearly linearly to 

voltage deviation while the ambient temperature 

changes in a small range. While flux correction 

method applied according to voltage deviation, the 

experimental results show that the flux fluctuation 

of the LED filament lamp is less than 0.03% 

without any thermal control. 

1. MOTIVATION 

Since the incandescent lamps are phasing out and 

alternative LEDs become popular in the lighting 

market, the research of LED standard lamp now are 

an active topic in field of photometry and radiometry 

[1]. The National Institute of Metrology (NIM) is 

developing LED filament standard lamps. They are 

two types of standard lamps, one is for total luminous 

flux, other is for luminous intensity. In our design, the 

lamps are made of LED filaments, mimicking the 

classical tungsten filament type. As the temperature 

control module is cumbersome in our case, we 

measure the ambient temperature-dependence and 

propose a flux correction method according to the 

voltage. The temperature effect of LED filament is 

compressed. 

2. CORRECTION MODEL 

As well-known, the temperature-dependence of 

flux can be describe as following: 

Φ(𝑇) = Φ(𝑇0)𝑒𝑘(𝑇−𝑇0)        (1) 

Here Φ(𝑇) is the flux at temperature T, Φ(𝑇0) is 

flux at temperature 𝑇0, k is temperature coefficient. 

Since the Φ(𝑇)/Φ(𝑇0) ≈ 1, it deduces: 
Φ(𝑇)−Φ(𝑇0)

Φ(𝑇0)
=  𝑘(𝑇 − 𝑇0)            (2) 

Also, the voltage deviation is linearly to PN 

junction temperature deviation. Due to thermal 

equilibrium, the ambient temperature deviation is 

the same as the junction temperature deviation. So, 
Φ(𝑇)−Φ(𝑇0)

Φ(𝑇0)
=  𝑘(𝑇 − 𝑇0) = 𝑘2(V(𝑇) − V(𝑇0))  (3) 

Here V(𝑇)  is the voltage at temperature T，V(𝑇0) 

is the voltage at temperature 𝑇0 , 𝑘2  is voltage 

coefficient. Approximately, at a certain current, we 

get a fitting equation used as the correction model: 

Φ(𝑉) = 𝑘3 ∙ V + 𝑏3          (4) 

and other two fitting equations: 

Φ(𝑇) = 𝑘4 ∙ 𝑇 + 𝑏4           (5) 

𝑉(𝑇) = 𝑘5 ∙ 𝑇 + 𝑏5           (5) 

Here 𝑘3 ,  𝑏3 ,  𝑘4 , 𝑏4 ,  𝑘5 , and 𝑏5 are the fitting 

parameters. 

3. FITTING PARAMETERS 

MEASUREMENT 

A spherical photometer is used to measure the 

fitting parameters. 4-wire connection is applied for 

voltage remote sensing. Ambient temperature sensor 

is installed inside the sphere and close to the baffle, 

placed in the shadow side. Auxiliary halogen lamp is 

used to be reference lamp to reduce the temperature 

influence of photometer. We test one LED filament 

lamp, GQ#67, which are made of 12 filaments, and 

proposed to be luminous intensity standard lamp. The 

experimental results are shown in Figure 1, 2 and 3. 

Figure1. Voltage vs temperature 

Figure 2 Flux vs voltage 
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Figure 3. Flux vs temperature 

 

Using least square fit, the fitting equations are 

described as: 

Φ(𝑉) = 119.397 ∙ 𝑉(𝑇) − 6096.52       (6) 

Φ(𝑇) = −2.94165 ∙ 𝑇 + 1759.82        (7) 

𝑉(𝑇) = −0.0245994 ∙ 𝑇 + 65.7995       (8) 

The calculated temperature coefficient is -0.17%/℃ 

4. EXPERIMENTAL RESLUTS 

The test of stability of GQ#67 is ongoing 

following the produce. After 500 hours aging, the 

lamp operates for 1 hour every day and then the flux, 

the voltage and the ambient temperature are 

monitored and recorded in 3 minutes. 

We compared these two correction ways, one is 

based on equation (6) according to voltage, the other 

is based on equation (7) according to the ambient 

temperature as a contrast. T=25℃ is the temperature 

reference point. V(25℃)= 65.1845 V according to the 

equation (8) is the voltage reference point . 

With correction applied, 19 days results are 

shown in figure 4. 

Figure 4. Flux stability in 19 days 

 

In day 1, when using temperature correction, the 

flux drops from 1692 lm to 1687 lm due to the 

thermal non-balance in 3 minutes. However, using 

voltage correction, the flux multiple readings in 3 

minutes are consistent. The voltage of lamp indicated 

the PN-junction temperature, related to the output 

flux. Voltage is a direct way to response to the flux. 

Use voltage correction is a better choice than 

temperature correction.  

We show the corrected fluxes vs ambient 

temperature results in figure 5 and 6. 

Figure 5. Voltage corrected flux vs temperature 

Figure 6. temperature corrected flux vs temperature 

 

The figure 5 shows the voltage corrected flux is 

in the range of (1686.5 ~ 1687.0) lm in these 19 days, 

that means less than 0.03% fluctuation when the 

ambient temperature varies. The related ambient 

temperature is in the range of (16 ~ 21 ) ℃. No 

obvious decay is observed according to the figure 4. 

Figure 6 shows a larger fluctuation of 

temperature corrected flux in same temperature 

variation range 

5. CONCLUSION 

NIM is developing LED filament standard 

lamps. An experimental correction method of 

temperature dependence for LED filament lamps is 

discussed in this report. The correction method is 

based on voltage deviation. After correction, flux 

fluctuation is less than 0.03% when the ambient 

temperature varies in range of (16 ~ 21 ) ℃.  
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In the last decade the specific detectivity of 

InGaAs-photodiodes has improved significantly. 

Hence, the lower detection limit of InGaAs-

photodiode based radiation thermometers at 

1.6 µm can be extended. Here, an existing 

radiation thermometer was equipped with a state-

of-the-art InGaAs-photodiode. The radiation 

thermometer was characterized and calibrated 

and a reference function has been compiled. The 

lower temperature limit could be extended from 

150 °C down to 80 °C. 

INTRODUCTION 

The working group “Infrared Radiation Thermometry” 

of the Physikalisch-Technische Bundesanstalt (PTB) 

provides non-contact temperature measurements in 

the range from -170 °C to 962 °C at the highest 

metrological level. High-quality infrared radiation 

thermometers are used as transfer instruments as well 

as for comparison measurements. InGaAs-

photodiode instruments are superior to instruments 

based on thermal detectors in terms of temporal 

stability and achievable uncertainties in the short 

wavelength range. However, wavelengths around 

1.6 µm limit the minimal detectable temperature of 

InGaAs-radiation thermometers to typically 150 °C 

to 200 °C. In the last decade, the performance of 

InGaAs-photodiodes increased by several orders in 

magnitude in terms of specific detectivity. By using a 

commercial two-stage cooled InGaAs-photodiode, 

the minimal detectable temperature of a 15 years old 

lens-free radiation thermometer (LF-IRRT2) was 

improved from 150 °C to 80 °C.  

Table 1. Specifications of the LF-IRRT3. See also Figure 1. 

Component Nominal specification 

Aperture stop Ø 6.00 mm 

Field stop Ø 3.706 mm 

Distance aperture stop to 

field stop 
243.8 mm 

Detectivity (data sheet) 6.7x1013 cmHz1/2/W  

Bandpass of filter 1.55 µm - 1.65 µm 

Maximum transmission of 

filter 
81% at 1.6 µm 

DESIGN OF THE RADIATION 

THERMOMETER LF-IRRT3 

Figure 1 shows a cut presentation of the LF-IRRT3. 

The main parts are:  

1. Water cooled detector housing including an 

interference filter and the field stop (see Table 1). 

2. Set of stray light baffles in a water-cooled housing.  

3. Motorized optical shutter. 

4. Water-cooled front aperture (aperture stop) with 

additional heat-shield.   

The photodiode is a two-stage cooled InGaAs-

photodiode with an active area of 5 mm in diameter. 

The photodiode is operated at a temperature of 

approximately -20 °C ± 0.005 °C to reduce the wear 

and tear of the TE-cooler. The temperature is 

controlled by a custom-built temperature controller. 

The controller housing also includes a custom-built 

transimpedance amplifier, tailored for the photodiode. 

Gains can be set from 105 to 1010. An additional 

voltage gain factor of 10 can be set at every gain to 

increase the signal level.  

By means of a so-called reference function [2] the 

output signal is converted into a temperature reading.  

 The reference function is given by:  

 𝑖 =
𝐴1⋅𝐴2 

𝐷2   ∫ 𝐿𝜆(𝜆, 𝑡90)
𝜆2

𝜆1
⋅ 𝑠(𝜆) ⋅ 𝜏(𝜆) ⋅ 𝑑𝜆 (1) 

with the photocurrent i, A1,2 the active areas of the 

aperture stop and field stop, λ1,2 the limiting 

wavelengths, 𝐿𝜆 (λ,t90) the spectral radiance of the 

blackbody at the temperature t90, s(λ) the spectral 

responsivity of the photodiode, τ(λ) the transmission 

of the interference filter. Assuming a linear 

responsivity, the input values of Eq. (1) can be 

Figure 1 Cut presentation of the InGaAs-radiation 

thermometer LF-IRRT3. The main parts are listed in the 

text.  
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determined by measuring the photocurrent i at several 

known temperatures ts,90 and applying a least square 

fit. In order to obtain a radiation temperature ts,90 from 

the photocurrent i, the temperature is inversely 

calculated by comparing the measured photocurrent 

with the photocurrent according to Eq. (1).    

CALIBRATION OF THE LF-IRRT3 

The LF-IRRT3 has been calibrated at the Thermal 

Imager Calibration Facility (ThermICF) [1] (see 

Figure 2) of PTB. The ThermICF completely covers 

the temperature range from -60 °C to 962 °C by 

means of heatpipe blackbodies. Additional surface 

radiators are available in the temperature range from 

-15 °C to 500 °C for the full field of view 

characterization of thermal imagers.   

The photocurrent of the LF-IRRT3 was measured at 

several temperatures in the range from 80 °C to 

960 °C and the input parameters for Eq. (1) were 

determined. The LF-IRRT3 together with the read-

out electronics (DMM and transimpedance amplifier) 

was treated as a “blackbox”, i.e. only the spectral 

radiance 𝐿𝜆(λ,t90) and the output signal were used for 

the calibration. However, in the observed temperature 

range, the photocurrent increases from ≈10-14 A to 

≈10-6 A. Hence, the full range of gains of the 

transimpedance amplifier has to be used. The gain 

ratios were determined at four different temperatures 

to allow an overlap of different gain settings. To 

simplify the evaluation of the radiation temperature, 

an approximation of Eq. (1): 

  𝑖 = 𝑐 ⋅   ∫ 𝐿𝜆(𝜆, 𝑡90)
𝜆2

𝜆1
𝑑𝜆 (2) 

with c=A1A2τ0s0/D2 is used. The resulting input 

parameters are given in Table 2.  

Table 2 Input parameters for Eq. (2) obtained by 

calibration of LF-IRRT3 against high-quality heatpipe 

blackbodies of PTB. 

The resulting difference of the radiation temperature 

obtained according to Eq. (2) tInstrument and the 

radiation temperature ts,90 is given in Figure 3.  

CONCLUSION 

The LF-IRRT3 was developed and calibrated against 

high-quality heatpipe blackbodies of PTB. The 

difference tInstrument- ts,90 is below 65 mK and within the 

expanded uncertainties of the blackbodies for all 

observed temperatures. However, the integration time 

increases for temperatures below 120 °C to 

approximately 5 minutes at 80 °C. 
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Parameter (see text) Value 

Instrument const. c 4.040989 ⋅ 10−9 Am2srW−1 

wavelength limit λ1 1.542945 ⋅ 10−6 m 

wavelength limit λ2 1.645718 ⋅ 10−6 m 

Figure 3 Schematic of the Thermal Imager Calibration 

Facility (ThermICF) of PTB. The facility uses four 

heatpipe blackbodies to provide radiation temperatures 

traceable to the ITS-90. The LF-IRRT3 is shown mounted 

on a long-range x-y-z-translation system in front of the 

heatpipe blackbodies and a surface radiator. The inserted 

photograph shows the LF-IRRT3 together with a 

pyrometer and a thermal imager. 

Figure 2 Difference of measured radiation temperature 

tInstrument and radiation temperature ts,90 (red dots) and noise 

equivalent temperature difference / (NETD) (blue curve) 

for 1 s integration time plotted over the radiation 

temperature ts,90. 
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The Physikalisch-Technische Bundesanstalt (PTB) 

is setting up an additional measurement approach 

for the absolute calibration of the spectral 

responsivity in the near- and mid-infrared by 

using a high-temperature blackbody operating at 

about 1200 K with a precision aperture. The 

blackbody radiation is described by Planck’s law 

and is spectrally selected by accurately 

characterized optical bandpass filters. Thus, the 

detector under calibration is irradiated by a 

calculable spectral irradiance within the bandpass 

of the applied transmission filters. First results for 

the spectral responsivity of thermopile detectors 

agree within the uncertainty with previous 

calibrations at PTB´s national primary detector 

standards. 

INTRODUCTION 

Currently, the calibration of detectors in view of their 

spectral responsivity in the spectral range of the near-

infrared (NIR) and mid-infrared (MIR) is of 

increasing interest and market importance, e.g. for 

remote sensing [1] or radiation thermometry [2]. 

These applications need traceability to the 

International System of Units (SI). Therefore, the 

Physikalisch-Technische Bundesanstalt (PTB) 

operates cryogenic electrical substitution radiometers 

as primary detector standards to measure radiant 

power and to calibrate detectors in view of their 

spectral responsivity [3]. Furthermore, different types 

of transfer detectors which have been calibrated 

absolutely against the primary detector standards are 

used for the dissemination of the spectral responsivity. 

In the NIR and MIR, these transfer detectors are 

partially thermal detectors, whose measurement 

principle is based on the heating effect of an absorber. 

Therefore, the detector responsivity is spectrally 

more or less constant as long as the absorptance of the 

incident radiant power is independent of the 

wavelength [4]. This enables a sufficiently accurate 

interpolation of the spectral responsivity between 

widely separated calibration wavelengths. 

Currently, the PTB realizes an additional 

approach for detector calibrations in view of the 

spectral responsivity traceable to the SI by using a 

high-temperature blackbody operating at about 

1200 K with a precision aperture as a standard of 

spectral irradiance. 

DETECTOR CALIBRATION AT A 

HIGH-TEMPERATURE BLACKBODY  

The calibration facility is a cavity radiator named 

Large-Area Blackbody (LABB) assembled of two 

concentrically stacked heat pipes and a temperature 

stabilized precision aperture with a radius of 10 mm. 

The LABB is temperature controlled with calibrated 

standard platin resistance thermometers. With an 

emissivity of 0.9999 it is an almost ideal realization 

of a blackbody radiator [5] whose spectral radiance is 

described by Planck’s law.  

The blackbody radiation is spectrally selected by 

optical bandpass filters with characterized 

transmissions. By this means, the detector is 

irradiated by a calculable spectral irradiance within 

the bandpass of the applied transmission filters. The 

radiant power reaching the detector absorber can be 

calculated, considering the input aperture of the 

detector. 

Fig. 1 shows the LABB measurement setup for 

the calibration of thermopile transfer detectors called 

TS-76 (Leibnitz-Institut für Photonische 

Technologien e.V.). This type of detector is a well 

characterized and calibrated MIR transfer standard at 

Figure 1. Calibration setup for the thermopile detector TS-76 

at the high-temperature blackbody LABB with two 

transmission filters. 
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the PTB with an aperture radius of 2.9 mm. The 

distance d between the apertures of the LABB and the 

detector was varied between 350 mm and 650 mm. 

FILTER TRANSMISSION MEASUREMENT 

To calibrate detectors in terms of their spectral 

responsivity with blackbody radiation, well 

characterized optical transmission filters are needed: 

A bandpass filter (“Filter A”, see Fig. 1) is combined 

with an additional wider bandpass filter or an edge 

filter (“Filter B”). In fact, the combination of two 

filters reduces the maximum bandpass transmission 

slightly but realizes significantly better blocking of 

the out-of-bandpass radiation.  

As a first step, three pairs of filters were chosen 

and characterized in view of their bandpass and 

blocking transmission at a Fourier Transform 

Spectrometer (FTS). Fig. 2 shows the calculated 

transmittance of a filter pair for calibrations at 

1.55 µm. Similar pairs were characterized for 

calibrations at 2.7 µm and 3.9 µm.  

Typically, power levels of about 30 µW at the 

detector were realized considering the filter 

transmission and measurement geometry. The two 

filters are slightly tilted to avoid interreflections 

between them. 

FIRST MEASUREMENT RESULTS 

First results for the spectral responsivity of the 

thermopile transfer detectors TS-76 at the LABB 

agree with their calibrations at the cryogenic 

electrical substitution radiometer within the 

uncertainty considering corrections due to absorption 

in air. Main uncertainty contributions are given by the 

filter transmission measurement resulting in a 

combined measurement uncertainty in the range of 

several percent. A detailed uncertainty budget will be 

given. 

This measurement approach is SI traceable and 

independent from the calibration with the cryogenic 

electrical substitution radiometer. 

Furthermore, the calibration at the LABB offers 

calibrations at wavelengths, where no laser radiation 

sources at the cryogenic electrical substitution 

radiometer exist. This is especially of interest for the 

spectral range above 10.6 µm. 

 

OUTLOOK 

Currently, more optical filters are characterized to 

conduct calibrations at the LABB at further 

wavelengths. Furthermore, this measurement 

approach will be used for calibrations of other 

detectors, such as pyroelectric detectors serving as 

MIR transfer detectors at the PTB.  
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Figure 2. With FTS measured filter transmittances of two 

filters with bandpass at 1.55 µm (blue and brown) and the 

calculated resulting transmission of both filters combined 

(red) with better blocking. 
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A new blackbody has been developed at the 

Physikalisch-Technische Bundesanstalt (PTB) to 

allow accurate calibration of infrared detectors 

with a hemispherical acceptance angle. The aim 

is to significantly reduce the uncertainty of long-

wave downward irradiance measurements that 

are fundamental for investigation of the energy 

budget of the Earth – a key topic in climate 

research. The new Hemispherical Blackbody was 

designed to specifically meet the requirements for 

tracing such measurements to the SI. 

 

PROJECT OBJECTIVE 

Ground-based, low-uncertainty measurements 

of the hemispherical long-wave downward 

atmospheric radiation, which is strongly connected 

to the greenhouse effect of the earth, are performed 

globally with pyrgeometers and are for example 

organised within the Baseline Surface Radiation 

Network (BSRN). To achieve low measurement 

uncertainties highly accurate detector calibration is 

necessary. Such calibration measurements are 

performed as comparisons to the World Infrared 

Standard Group (WISG), operated at the World 

Radiation Center (WRC) in Davos. For an improved 

traceability of the WISG to the SI, a new blackbody 

as a dedicated calibration source for pyrgeometers is 

proposed in the framework of the EU co-funded 

research project MetEOC3 – “Further metrology for 

Earth Observation and Climate” [1]. One of the aims 

in this project is to reduce the uncertainty of 

hemispherical long-wave downward irradiance 

measurements from currently 5 W/m2 to less than 

2 W/m2. As a substantial uncertainty component 

contributing to the overall uncertainty of this 

irradiance measurement, the new blackbody 

calibration source needs to feature an irradiance 

uncertainty of less than 0.5 W/m2. In combination 

with the “Infrared Integrating Sphere” (IRIS) 

instruments [2] calibrated against the blackbody, 

irradiance responsivity traceable to the SI can be 

transferred to the WISG with the required 

uncertainty. 

DESIGN OF THE BLACKBODY 

Based on numerical simulations with the 

Monte-Carlo ray tracing software “STEEP3” [3], the 

design for the new blackbody was optimised. 

Particular attention was given to the specific 

requirements for calibrating detectors with a 

hemispherical acceptance angle. Several design 

aspects such as geometry and coating were 

considered in the simulations in order to identify an 

ideal design with high effective emissivity and low 

angular variation. A selection of the most promising 

candidates is pictured in Figure 1. A low dependence 

of the effective emissivity on the opening angle is 

advantageous for transferring measured radiation 

temperatures at normal incidence to the 

hemispherical opening angle and therefore to the 

irradiance of the blackbody onto the aperture area.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Monte-Carlo ray tracing simulations were 

carried out to obtain the effective emissivity for several 

design candidates of the new blackbody. Attention was 

given to the geometry and coating to identify a design 

with high effective emissivity in combination with low 

angular variation.  
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In addition, a highly reflecting golden 

hemisphere surrounding the highly emitting black 

cone is considered beneficial regarding the 

temperature non-uniformity of the blackbody 

cavity [4]. 

The Hemispherical Blackbody, presented in 

Figure 2, was designed, developed and brought into 

operation at the Physikalisch-Technische 

Bundesanstalt (PTB). To characterise the blackbody, 

simulations and comparison measurements were 

carried out. The latter took place against one of 

several heatpipe blackbodies that serve as national 

standards for the radiation temperature scale at the 

PTB [5].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

SCOPE OF THE PRESENTATION 

The development, the thorough characterisation 

process and first applications of the Hemispherical 

Blackbody will be presented as well as the main 

technical features and objectives.  
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Figure 2. The Hemispherical Blackbody dedicated for 

the calibration of hemispherical infrared detectors. The 

design (a) includes a highly emitting black cone (b) and 

a highly specularly reflecting golden hemisphere (c). 

(a) 

(b)   (c) 
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Integrating sphere lamp is usually used as the 

normal spectral radiance calibration source. The 

spectral radiance can be adjusted by using a 

variable aperture between the integrating sphere 

and the lamp. However, the relative spectral in 

the red region increases rapidly when the 

luminance is decreased from 30000 cd/m2 to 0.01 

cd/m2. The variation of correlated color 

temperature is as high as 255 K. By using another 

integrating sphere, low light level radiation 

source at nearly constant spectral distribution is 

obtained. The variation of correlated color 

temperature is 60 K with the luminance 

decreased to 0.0033 cd/m2.  

INTRODUCTION 

Integrating sphere and tungsten lamp are the most 

popular spectral radiance light sources, covering 

from 250 nm to 2500 nm. However, the spectral 

radiance is hard to cover a large range using the 

tungsten lamp and diffuse plate. If the distance 

between the tungsten lamp and diffuse plate is 

varied from 50 cm to 500 cm, the spectral radiance 

changes 100 times. If the current of the tungsten 

lamp is changed, the correlated color temperature 

(CCT) will be different. With the new needs in 

remote sensing such as weather forecast, the early-

morning orbit satellite is required to fill the gaps on 

the global scale every 6 hours. The spectral radiance 

changes more than six orders of magnitude from day 

to night. The spectral radiance can be as low as 10-5 

W/(m2srnm). In order to calibrate spectral radiance 

responsivity at low light level, integrating sphere 

lamp must be used to establish a low light level 

facility.  

EXPERIMENT AND RESULT 

Variable aperture is usually mounted between the 

lamp and integrating sphere to change the luminance 

at the exit port. In our experiment, OL 455 

integrating sphere lamp is used. By continuous 

adjusting the aperture, the sphere luminance can be 

decreased at least 106 times. Figure 1 shows the 

relative spectral distribution at different luminance. 

The spectra are all normalized by the spectral 

radiance at 600 nm. When the luminance is 

decreased from 30000 cd/m2 to 3 cd/m2, the 

difference is less than 10% at 760 nm. The 

corresponding CCT decreased from 2808 K to 2770 

K. However, the difference increases to 20% when 

the luminance is decreased to 0.3 cd/m2. Further, the 

spectral difference exceeds 300% when the 

luminance is decreased to 0.01cd/m2. And the 

corresponding spectral irradiance at 380 nm is still 

higher than 10-4 W/(m2srnm). The corresponding 

CCT is only 2553 K, 255K lower than that of 30000 

cd/m2. 

For the obvious increase in the infrared region, it 

may be due to the fact that the variation of the 

aperture influences the structure of the integrating 

sphere. The integrating sphere is made of PTFE or 

BaSO4, while the aperture is not. The reflectivity of 

the aperture in the red region may be higher. Also, 

radiation from different part of the lamp enters the 

Figure 2. Low light integrating sphere facility 

 

Figure 1. The spectral distribution of OL455 
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integrating sphere when the aperture is changed. 

Figures 2 shows the facility consists of OL 455, 

baffles and an integrating sphere with an inner 

diameter of 50 mm. The integrating sphere has two 

ports which situates at perpendicular directions. The 

entrance port has a diameter of 25.4 mm, and the 

exit port has a diameter of 12.7 mm. The baffles are 

used to screen the stray light. The integrating sphere 

is mounted on the other side of the baffles. An 

variable aperture is placed in front of the integrating 

sphere limiting the spectral flux entering the 

integrating sphere. The distance between the 

aperture and the entrance of the integrating sphere is 

about 6 cm. 

  First, the luminance of OL 455 is fixed at 30000 

cd/m2. The aperture is at its maximum with a 

diameter of 10 mm. The luminance at the exit port 

of the integrating sphere is 12.2 cd/m2 and CCT is 

about 2760 K. By decreasing the diameter of the 

aperture, spectral radiance at three different levels is 

recorded, as shown in figure 3. The relative spectral 

distribution differs by more than 70% at 760 nm 

when the luminance is decreased to 0.07 cd/m2. 

Meanwhile the difference is less than 1.5% between 

400 nm and 600nm. According to the ratio 12.2 to 

0.6, the diameter of the aperture is about 2.2 mm for 

0.6 cd/m2. The difference is less than 6% at 760 nm 

for 0.6 cd/m2. It seems that there is a turning point in 

the role of the diameter. The red region will 

increases rapidly below the turning point. The 

aperture has a decisive influence for 0.07 cd/m2. 

Second, the variable aperture in figure 2 is 

removed. By adjusting the luminance of OL 455, the 

spectral radiance is recorded at four different levels. 

When the luminance of OL 455 is about 3 cd/m2, the 

luminance at the exit port of the integrating sphere is 

0.0033 cd/m2 and the corresponding CCT is about 

2748 K. Comparing to the result in figure 1, CCT is 

nearly 200 K higher than that of the luminance 0.01 

cd/m2 in figure 1. Therefore, the variation of CCT is 

reduced significantly using the facility in figure 2.  

The spectral radiance from 380 nm to 430 nm is 

in the range (3-9)×10-5 W/(m2srnm) when the 

luminance is 0.0033 cd/m2. If the spectral radiance 

less than 10-4 W/(m2srnm) is needed at 760 nm, the 

luminance should be smaller than 0.00028cd/m2. By 

increasing the diameter of the integrating sphere and 

distance between the integrating sphere and OL 455, 

the spectral radiance can be realized with CCT near 

2748 K.  

CONCLUSION 

If the relative spectrum is nearly constant throughout 

a high dynamic range, low light level spectral 

radiance can be obtained with the help of a 

photodetector. By measuring the ratio from normal 

spectral radiance to low light level using a silicon 

detector, the spectral radiance at low light level can 

be calculated. 
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Figure 3. The variation of the relative spectra 

 

Figure 4. The variation of the relative spectra 
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The LNE-CNAM developed a new spectral 

irradiance measurement facility covering the 

spectral range from 250 nm to 2500 nm. This 

bench allows calibration of irradiance spectral 

density of a source using a high temperature black 

body (HTBB) and a filter radiometer. The filter 

radiometer used is traceable to the cryogenic 

radiometer which is our radiometric reference. It 

extends our measurement capacity up to 250 nm 

and reduces by at least a factor two our 

measurement uncertainties over the entire range.  

This paper shows our new traceability scheme for 

spectral irradiance, the method used, and its 

validation.  

NEW TRACEABILITY SCHEME 

Up to now, the irradiance spectral density 

measurement is based on the thermodynamic 

temperature reference at LNE-CNAM [1] and our 

Calibration and Measurement Capabilities (CMC) is 

between 300 nm and 2500 nm.  

We have recently simplified our traceability 

scheme in order to reduce our measurement 

uncertainties and to extend our measurement capacity 

up to 250 nm. For this, we have set up a new 

measurement facility. It allows calibration of absolute 

spectral irradiance of a lamp based on the comparison 

with a black body (HTBB) whose temperature is 

assessed by measuring the irradiance with a 

calibrated filter radiometer and calculating the 

spectral radiance at one wavelength. The calibration 

method is similar to those previously developed in 

other National Measurement Institutes [2]. The 

HTBB temperature measurement follows the method 

detailed in [6].  

Spectral responsivity of the radiometer is 

obtained in three steps: the calibration of spectral 

responsivity of the Silicon trap detector with our 

cryogenic radiometer [3], the calibration of the 

spectral regular transmittance of its bandpass filter 

with our primary spectrophotometer [4] and the 

calibration of its aperture with our devoted setup [5].  

The traceability of spectral irradiance with 

national realisation of watt and meter is shown on 

Figure 1.  

To minimize uncertainties, corrections on 

temperature homogeneity and emissivity of HTBB 

are applied [6]. 

 

Figure 1. Traceability chain for the spectral irradiance 

calibration at LNE-CNAM. 

DESCRIPTION OF THE BENCH 

The spectroradiometer of the LNE-CNAM is 

described in Figure 2. 
 

 
Figure 2. Diagram of LNE-CNAM calibration facility. 

The HTBB is used as an irradiance reference for 

the calibration of transfer sources. A cavity heated up 

to 3100 K provides radiation which can be used in the 

250 nm to 2500 nm range. A spectroradiometric 

system compares the spectral irradiance of HTBB and 
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transfer lamps (Lamp1 and Lamp2). It is composed 

of:  

• an integrating sphere that receives the flux from the 

sources with an entrance port equipped with a 

circular diaphragm. The sphere has an output port 

located at 90° with a rectangular slit shape of 

2 mm x 15 mm.  

• two Ø 150 mm spherical mirrors that focus the 

image of the sphere exit slit on to the entrance slit 

of a dual monochromator. 

• a filter radiometer with a transmittance centred on 

492 nm.  

• a Jobin Yvon HRD640 double monochromator on 

which the manual wavelength selection mechanism 

has been replaced by a high precision motorized 

translation stage and equipped with three pairs of 

gratings to cover the wavelength range. 

The filter radiometer and the integrating sphere 

are placed on the same translation stage. That allows 

to perform in one cycle the blackbody temperature 

measurement with the calibrated filter radiometer and 

the irradiance spectral comparison of the HTBB and 

the lamps. The integrating sphere is rotated by 180° 

around the axis centred on the exit slit. This allows to 

collect either the HTBB or the transfer lamps flux.  

The entire facility is placed in a box with two 

compartments, one for the source part and one for the 

monochromator, in order to avoid stray light. 

The bench is fully automated and controlled by 

a custom LabVIEW software.  

VALIDATION  

For the validation of this new measurement setup, our 

set of four reference transfer lamps have been 

measured and compared with their historical values 

on the range 300 nm to 2500 nm. The historical and 

new measurement uncertainties (k=2) of a lamp are 

showed in the Table 1. 

Table 1. Historical and new measurement uncertainties of 

a lamp.  

 

At the spectrum extremities at 250 nm and 2500 nm, 

the large uncertainties are due to the lack of flux. 

The comparison results are showed in Table 2. 

Table 2. Results of our lamps with the new bench. 

 
Most of the mean deviations 2019/2016 

observed are smaller than the expanded uncertainty 

of the comparison. At 300 nm, the significant 

deviation observed seems to correct the deviation that 

we had during the last CCPR K1-a in 2005. It could 

be explained by lack of flux and the stray light of 

former simple monochromator.  

CONCLUSION 

From now on, LNE-CNAM spectral irradiance 

reference is based on the radiometric reference.  

Thanks to the new setup, it is possible to 

measure the absolute irradiance of transfer lamps 

with a direct traceability to our cryogenic radiometer. 

This bench extends our measurement capacity up to 

250 nm and reduces at least by a factor two our 

measurement uncertainties (excepted at 2500 nm). 

In the future, optimisation of measurement 

facility will allow: 

• a further reduction of uncertainties between 

2400 nm and 2500 nm.  

• an extension of our measurements up to 200 nm. 

• an extension of our measurements up to 3000 nm. 

• a radiance calibration in this spectral range. 
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Wavelength 

(nm)

2016 2019

250 7.2

260 - 290 3.0 - 1.4 

300 - 310 3.9 1.2

320 - 390 2.6 < 1.2

400 - 1400 2.2 0.5 - 1.6

1500 - 2300 2.6 0.4 - 1.2

2400 - 2500 5.0 2.3 - 7.6

Relative expanded uncertainty   

(k = 2) / (%)

Wavelength 

(nm)

Mean 

deviation 

2019/2016 (%)

Comparison 

uncertainties 2019/2016  

(k=2) / (%)

300 4.5 4.1

320-380 < 1.3 2.8

400-1050 < 0.6 2.3 - 2.6

1100 - 2200 0.1 - 2.6 2.3 - 2.8

2300 -2500 4.6 - 8.5 3.0 - 9.0
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To improve the accuracy in spectral radiance 

factor measurements with the robot-based 

gonioreflectometer at PTB the suitability of LEDs 

as additional radiation sources in the short-

wavelength visible spectral range was 

investigated. An LED sphere radiation source 

(LED-SR) was constructed. Its performance with 

respect to the spectral range and coverage, the 

temporal stability, and the homogeneity of the 

radiation field is presented. Comparative 

measurements of the spectral radiance factor 

between the currently used radiation source and 

the LED-SR were performed and the results 

indicate that the LED-SR is an appropriate 

radiation source for goniometric spectral 

radiance factor measurements at the border 

between the visible and the UVA spectral range. 

INTRODUCTION 

LEDs have the potential to be used in a variety of 

applications due to their long lifetime, efficiency and 

the available high radiation power. Also, recent 

advances in LED technology are leading to an 

increase in accessible spectral ranges and open even 

more application areas.  

For the currently used sphere radiation source, 

equipped with an internal 400 W quartz-tungsten 

halogen lamp, the achievable measurement 

uncertainty of the setup at wavelengths around 

400 nm is dominated by statistic effects according to 

the decreasing available output power. By using 

LEDs a considerably higher sample irradiance in the 

short wavelength range is achievable which was the 

main reason to investigate the use of LEDs as an 

additional radiation source for the gonioreflec-

tometer. 

GONIOREFLECTOMETER AT PTB 

The gonioreflectometer at PTB is the national 

standard for the determination of the absolute 

spectral radiance factor β(λ) of diffusely reflecting 

materials in a variety of bidirectional measurement 

geometries [1]. It consists of a large rotation stage 

carrying the mentioned sphere radiation source. This 

source can thus be rotated around the sample, which 

is placed on a five-axes robot in the centre of the 

apparatus. This setup enables, in combination with a 

fixed detection path, highly precise measurements of 

the spectral radiance factor with almost arbitrary 

bidirectional geometries. It is well described in 

several publications [1-3]. 

LED SPHERE RADIATION SOURCE  

The currently used sphere radiator creates a highly 

homogeneous and Lambertian beam profile on the 

sample which is required by the measuring principle. 

Based on this principle an LED sphere radiation 

source was constructed to improve the available 

radiant power in the short wavelength spectral range 

(preliminary studies described in [4]). As sphere 

wall coating sintered PTFE was used for the 

LED-SR instead of a standard barium sulphate 

coating because of its higher diffuse reflection in 

this spectral range. As primary source a board with 

21 surface-mounted device LEDs covering the 

spectral range from 365 nm to 410 nm was designed 

by using LEDs with three different peak 

wavelengths. To obtain a temperature independent 

temporal stability an active temperature regulation 

with thermoelectric cooling was added. This new 

LED-SR maintains the advantages of the existing 

system and provides a higher radiation power level 

in the design spectral range. 

RESULTS 

Prior to implementation in the gonioreflectometer 

setup the LED-SR was characterized for the spectral 

coverage, the temporal stability, and the 

homogeneity of the emitted radiation field. As 

expected by design, the LED-SR has a fairly smooth 

spectrum consisting of a composition of the three 

peaks of the LEDs used (peaks at 365 nm, 385 nm, 

405 nm) for the designed LED board. Below 430 nm 

the LED-SR delivers a significantly higher signal 

compared to the currently used source. Moreover, 

the LED-SR also meets all other requirements, e.g. 
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the homogeneity of the radiation beam is about 

± 1 % and thus comparable to the halogen-lamp 

based radiator [2]. Based on the high-precision 

actively regulated temperature control a 

photocurrent change of only 1 % in 286 h operation 

time of the LED-SR is achieved and allows 

measurements with high precision. 

For validation the LED-SR was implemented in 

the gonioreflectometer to perform comparative 

measurements with the currently used radiator. A 

silicon diode (Hamamatsu S1337-66 BR) was used 

for detection in the entire spectral range. The 

absolute spectral radiance factor β(λ) of a white and 

red ceramic, representing a high and a low 

reflectance, were measured for geometry 45°:0° with 

both sources. For each sample the resulting relative 

uncertainty (k = 1) of the mean spectral radiance 

factor for seven (white) respectively ten repetitions 

(red ceramic) measured with both radiators are given 

in Fig. 1.  

 

Figure 1. Relative uncertainty (k = 1) of the average 

absolute spectral radiance factor for a white and red matte 

ceramic sample measured with the currently used sphere 

radiator and the LED-SR in 45°:0° geometry. 

The measurement uncertainty was determined by 

considering various systematic and statistical effects. 

In case of the white ceramic measured with the 

standard source statistical uncertainties begin to 

dominate the total uncertainty below 430 nm and 

result in a rise towards shorter wavelengths. In 

ordinary calibrations this would have to be 

compensated by a higher number of repetitions or by 

switching to a more sensitive detector type. The 

uncertainty resulting from the LED-SR however 

stays constant and only rises below 360 nm when 

the available power decreases. Therefore, one can 

conclude that the statistical contributions are very 

small for this source in its design wavelength range. 

This is underlined by the results for the low-

reflective red sample, which are only slightly higher 

than for the white standard. The break-even point is 

at 435 nm for the measurements on the red sample.  

It is therefore shown that the application of the 

LED-SR results in a considerable improvement with 

respect to the achievable measurement uncertainty.  

CONCLUSION 

A newly developed LED sphere radiation source 

equipped with a high-power LED board and an 

active temperature regulation was developed. The 

basic properties such as spectral range, temporal 

stability and homogeneity of the radiation field were 

characterized and fulfill the necessary requirements 

for applying this radiation source at the 

gonioreflectometer to determine the spectral 

radiance factor. Validation measurements show that 

achievable measurement uncertainties in the spectral 

range between 360 nm and 430 nm can be reduced 

significantly. The results demonstrate that the 

LED-SR is an appropriate radiation source for 

measurements at the border between visible and 

UVA wavelengths and that the main objectives such 

as the reduction of the measuring time and reducing 

measurement uncertainties were achieved. 
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 A new facility for the irradiance calibration of 

deuterium lamps has been constructed and 

commissioned at the Synchrotron Ultraviolet 

Radiation Facility (SURF III) at NIST’s 

Gaithersburg, MD campus. This facility enables 

the calibration of the irradiance from a lamp 

under test against the primary standard of 

irradiance from the NIST synchrotron in the 

spectral range from 200 nm to 400 nm and longer 

wavelengths. The uncertainty achieved is on the 

order of 1% throughout this spectral range. 

CALIBRATION FACILITY 

The primary standard of irradiance is the synchrotron 

radiation from the SURF III electron storage ring. 

The irradiance as a function of wavelength is 

calculated from a few accelerator parameters: the 

magnetic field strength, the bending radius of the 

electron orbit, and the stored electron beam current. 

BL–2 has been rebuilt with improved baffling and 

stray light control for the new calibration facility. 

The beamline is fitted with two fused silica 

windows that transmit the synchrotron radiation 

while maintaining the vacuum integrity of the storage 

ring and beamline. The transmission of these 

windows is measured and accounted for as part of the 

calibration process. 

 The spectrally resolving detector system is a 

diffuser, monochromator, photodiode, and amplifier 

system. The diffuser is a fused silica optical flat that 

incorporates a high density of scattering centers. The 

transmitted light is well diffused and is completely 

unpolarized, even for the linearly polarized incident 

radiation from the synchrotron. The monochromator 

is a commercial Czerny-Turner monochromator 

which has been modified by removing internal heat 

sources and mounting on a thermally conducting base 

plate. These modifications significantly improved the 

thermal stability of the system. The detector is a 

commercial Si photodiode, and the photocurrent is 

converted to voltage by a specially constructed low-

noise transimpedance amplifier in the same housing 

as the photodiode. The amplifier has a fixed gain of 

3x1010 V / A. The output is measured by a digital 

voltmeter.  

The detector system is mounted on a yaw 

rotation stage. After measurement of the synchrotron 

radiation, the stage is rotated so the irradiance from 

the deuterium lamp is incident on the diffuser at the 

entrance aperture. 

The irradiance from the lamp is determined by 

comparison of the detector signal when looking at the 

lamp under test to that when looking at the known 

SURF irradiance. An overview of the system is 

shown in Fig. 1 and a detail of the detector system in 

Fig. 2.  

Figure 1. Overview of the calibration system for 

comparing the irradiance from a deuterium lamp to 

the irradiance from SURF III BL–2. 

Figure 2. Layout of the spectrally resolving detector 

system showing the (a) diffuser, (b) monochromator, 

(c) detector, (d) amplifier, and (e) digital voltmeter. 
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CALIBRATION PROCEDURE 

The calibration procedure begins with a 

determination of the detector system’s responsivity 

by measuring the voltage signal produced by the 

known incident irradiance from the synchrotron. In 

the absence of the intervening fused silica windows, 

this would be a simple measurement. However, this 

determination must be made from a set of three 

measurements to properly account for the window 

transmission. The first window is mounted in the gate 

of a high-vacuum gate valve and is inserted by 

closing the valve. The second window is mounted on 

a vacuum-seal flange at the end of the beamline and 

is inserted by installing the flange. Removal of the 

second window vents the beamline from the end up 

to the first window. 

The responsivity 𝜂0  of the monochromator is 

given by: 

where 𝜂1 is the responsivity measured with only the 

first window inserted in the beam, 𝜂2  is the 

responsivity measured with only the second window 

inserted in the beam, and 𝜂1,2
𝑎𝑖𝑟  is the responsivity 

measured with both windows inserted in the beam. 

The beamline section between the windows is vented 

for the measurement with both windows. 

In practice, a fourth measurement is made of 

𝜂1,2
𝑣𝑎𝑐 with both windows inserted but the intervening 

section under vacuum. This allows a determination of 

the transmission of the first window 𝑇1 without any 

effect from air absorption at short wavelengths. 

Once the detector system’s responsivity 𝜂0  is 

known, the irradiance from the lamp 𝐸𝑙𝑎𝑚𝑝  is 

determined from 𝜂0 and the lamp signal 𝑉𝑙𝑎𝑚𝑝: 

Figure 3 shows the results of the calibration of a 

deuterium lamp and historic data from a prior CCPR 

intercomparison. 

  

UNCERTAINTY BUDGET 

The full assessment of the uncertainty in the final 

lamp irradiance calibration is ongoing. Table 1 shows 

the preliminary uncertainty budget. 

The uncertainty is dominated by the statistical 

(Type A) uncertainty in the repeatability of the 

detector system calibration. The total uncertainty 

(k = 1) in the irradiance from the deuterium lamp is 

about 0.7%. 
 

𝜂0 =
𝜂1𝜂2

𝜂1,2
𝑎𝑖𝑟 , (1) 

 

 Uncertainty Component 

uc in 

Irradiance  

 Detector System Calibration   

 Statistics 0.60%  

 Electron energy 0.10%  

 Electron current 0.20%  

 Distance to tangent point 0.01%  

 Uncertainty in Detector 0.64%  

 Lamp Calibration   

 Statistics 0.10%  

 Distance to lamp 0.01%  

 Monochromator stability 0.20%  

 Uncertainty in Lamp 0.22%  

 Comparison (common mode)   

 Scattered light 0.20%  

 Entrance aperture area 0.01%  

 Uncertainty in Comparison 0.20%  

 Total Uncertainty 0.71%  

 

Table 1. Preliminary uncertainty uc in the irradiance 

calibration of a deuterium lamp. 

Figure 3. The calibrated irradiance from a deuterium 

lamp measured on the new facility (solid circles) and 

prior values from a CCPR intercomparison (open 

circles). 

𝐸𝑙𝑎𝑚𝑝 =
𝑉𝑙𝑎𝑚𝑝

𝜂0
. (2) 
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Using examples of the calibration of UVA 

radiometers, the influence of spectral mismatch 

will be discussed. As the spectral responsivity of 

so-called UVA radiometers is never spectrally flat, 

it will be shown that this can lead to significant 

differences between measurement results even of 

narrow-band UVA sources typically used for 

calibrations. This should be taken into account 

both for routine calibrations of UVA radiometers 

and for carrying out intercomparisons. 

INTRODUCTION 

The ideal UVA radiometer does not exist because no 

device can simulate the "UVA" interval. In practice, 

the term "UVA radiometer" usually refers to 

measuring devices that provide values for irradiance 

in a defined spectral (sub-)range between 315 nm and 

400 nm.  

A frequent application is the non-destructive 

testing of materials using UVA radiation according to 

DIN EN ISO 3059 [1]. Here, a defined irradiance in 

the UVA spectral range is required (1 W/m² - 50 

W/m²). The irradiation source should have a spectral 

distribution with maximum value at 365 nm ± 5 nm 

and a full-width at half-maximum (FWHM) of 30 nm. 

For this application, the UVA radiometers should be 

calibrated using a narrowband radiation at 365 nm. 

The required calibration is, thus, a 

comparatively simple measurement task in which the 

radiometer to be calibrated is compared under 

narrowband radiation at 365 nm against a calibrated 

reference detector. A respective correction factor is 

calculated for the display readout of the UVA 

radiometer and a simple measurement uncertainty 

estimate is obtained: 

𝑘𝑑𝑢𝑡,𝑈𝑉𝐴 =  
𝐸𝑈𝑉𝐴

𝑌𝑑𝑢𝑡
=

1

𝑠0,𝑟
·

𝑌𝑟(365 nm)

𝑌𝑑𝑢𝑡
, 

𝑢2(𝑘𝑑𝑢𝑡,𝑈𝑉𝐴) =  𝑢2(𝑠𝑟) + 𝑢2(𝑌𝑟) + 𝑢2(𝑌𝑑𝑢𝑡). (1) 

Here 𝑠0,𝑟  is the spectral irradiance responsivity of 

the calibrated reference detector at 365 nm, 

𝑌𝑟(365 𝑛𝑚)  is it’s photosignal and 𝑌𝑑𝑢𝑡  is the 

readout value of the UVA radiometer. A standard 

measurement uncertainty typically in the range of 1 % 

can be estimated for the correction factor. 

However, this simple estimation of the calibration 

uncertainty does not consider substantial 

contributions. This becomes apparent in particular if 

the application on site runs under different conditions 

or calibration results of different origins are 

compared, which has also been observed during 

different intercomparisons. Obviously, some other 

elements can contribute significantly to the 

measurement uncertainty making it considerably 

higher. 

The EURAMET comparison EURAMET.PR-S4 

[2] included a comparison of the calibrations of two 

UVA radiometers at 365 nm between ten participants. 

After spectral characterizations of the radiometers it 

became clear that the relative spectral responsivity of 

the UVA radiometers will have a huge impact on the 

results and must be taken into account even though 

narrow-band irradiation sources were used during the 

calibrations.  

SPECTRAL MISMATCH  

The (relative) spectral responsivity of a UVA 

radiometer is not, as demanded, spectrally flat. 

Therefore, even if a narrow-band source is selected 

for the calibration, a strong local change in the 

spectral responsivity may cause a displacement of the 

measurement result. In general, the weighted spectral 

deviation of a radiometer depends on the relative 

spectral irradiance distribution of the calibration 

source “C”, 𝐸𝜆,𝐶,𝑟𝑒𝑙(𝜆) , and the relative spectral 

responsivity of the radiometer, 𝑠𝑟𝑒𝑙(𝜆), 

𝑚𝑈𝑉𝐴,𝐶 =
∫ 𝐸𝜆,𝐶,𝑟𝑒𝑙(𝜆)𝑑𝜆

∫ 𝐸𝜆,𝐶,𝑟𝑒𝑙(𝜆) 𝑠𝑟𝑒𝑙(𝜆)𝑑𝜆
.  (2) 

In addition to the correction of the weighted 

spectral deviation, further corrections must be 

considered for the calibration. This is achieved by 

extending the calibration equation by means of 

adjustment factors 𝑎𝑗 and the calibration equation (1) 

extends to 

𝑘𝑑𝑢𝑡,UVA,C =
1

𝑠0,𝑟
⋅ 𝑚𝑟,𝑈𝑉𝐴,𝐶 ⋅

𝑌𝑟,𝐶

𝑌𝑑𝑢𝑡, 𝐶
⋅ ∏ 𝑎𝑗

𝑛
𝑗=1 ,(3) 

with 𝑚𝑈𝑉𝐴,𝑟,𝐶 being the weighted spectral deviation 

of the reference detector responsivity. At this point, 

for the calibration source “C”, the weighted deviation 
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of the device under test needs not to be considered. 

Only the reference detector responsivity around 

365 nm needs to be considered. Knowledge of the 

weighted spectral deviation of the device under test is 

required if a source with a different spectral 

distribution is used for the application or for other 

calibration being compared with. Then the weighted 

spectral deviations with respect to the calibration 

source “C” and the reference source “R” must be 

considered and the so-called spectral mismatch is 

obtained [3], 

𝑎𝑑𝑢𝑡,UVA,R,𝐶
∗ =

𝑘𝑑𝑢𝑡,UVA,𝑅

𝑘𝑑𝑢𝑡,UVA,𝐶
=

𝑚dut,UVA,𝑅

𝑚𝑑𝑢𝑡,UVA,𝐶
. (4) 

The reciprocal value of this spectral mismatch 

𝐹r,UVA,R,C
∗ = 1/𝑎r,UVA,R,𝐶

∗   is called the spectral 

mismatch correction factor and so the correction 

factor for the reference source “R” can be calculated: 

𝑘𝑑𝑢𝑡,𝑈𝑉𝐴,𝑅 = 𝑘𝑑𝑢𝑡,𝑈𝑉𝐴,𝐶 ⋅ 𝐹𝑑𝑢𝑡,𝑈𝑉𝐴,𝑅,𝐶
∗  

                    = 𝑘𝑑𝑢𝑡,𝑈𝑉𝐴,𝐶 ⋅
𝑚𝑑𝑢𝑡,UVA,𝐶

𝑚𝑑𝑢𝑡,UVA,𝑅
  (5) 

PRACTICLE EXAMPLES 

For the Euramet.PR-S4 intercomparison, two 

different UVA radiometers were measured. In 

contrast to the manufacturers' specifications, the 

radiometers showed a significant change in relative 

spectral responsivity around 365 nm. Figure 1 shows 

that one detector (DUT1) has a local slope of 3 %/nm, 

and the other one (DUT2) shows -13%/nm. The 

reference standard detector (REF) based on a Si 

photodiode features a minor local minimum 

symmetric around 365 nm. 

The calibration source “C” used at PTB is a 

filtered HgXe high-pressure lamp. The relative 

spectral irradiance distribution has a centroid 

wavelength of 365.3 nm and a bandwidth (FWHM) 

of 2.2 nm (Figure 2). For the intercomparison, a 

reference spectrum “R” with a centroid wavelength 

of 365.7 nm and FWHM of 5 nm was provided by the 

pilot and is shown in Figure2 as well. The resulting 

weighted deviations related to the reference spectrum 

are up to 𝑚DUT2,UVA,𝑅 =  7 % for DUT2 and its 

resulting spectral correction factor is in the range of 

𝐹DUT2,UVA,R,C
∗ = 4 % (Table 1). For the evaluation of 

the intercomparison results, appropriate spectral 

corrections are therefore indispensable. 

Table 1. Weighted spectral deviation and mismatch 

correction factor for three different radiometers. 

Radiometer  𝑚𝑥,𝑈𝑉𝐴,𝐶  𝑚𝑥,𝑈𝑉𝐴,𝑅 𝐹𝑥,𝑈𝑉𝐴,𝑅,𝐶
∗  

DUT1 0.989 0.974 1.016 

DUT 2 1.025 1.066 0.962 

REF 0.999 0.996 1.003 

CONCLUSION 

Even if sources with narrow-band spectral 

distributions are used for calibrations, it is necessary 

to perform a spectral mismatch correction of 

radiometers. This is the only way to achieve 

comparability between measurement results by 

different radiometers and institutes. The corrections 

require knowledge of the relative spectral 

responsivity of radiometers and the spectral 

distribution of the relevant emitters. However, such 

measurements are often not included in routine 

calibrations. Nevertheless, even if no spectral 

characterization can be made, a conservative estimate 

of the contribution to measurement uncertainty 

should be made. 

REFERENCES 
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Figure 1. Relative spectral responsivity of two UVA 

radiometers (DUT1, DUT2) and a Si reference 

photodiode (REF). 

Figure 2. Relative spectral irradiance distribution of the 

calibration source “C” used for calibration and the 

reference spectrum “R” for the intercomparison. 
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Source-based radiometric calibrations are mainly 

based on the use of scientific grade incandescent 

lamps that are traceable to a black body radiators. 

In this publication we discuss the advantages and 

disadvantages of a radiometric standard based on 

LEDs. 

Major advantages of thermal radiation sources 

are the continuous and calculable spectral 

distribution in a large wavelength range. However, 

the very large infrared component of thermal 

sources can lead to problems. 

The LED standard source presented here has a 

very high reproducibility and is particularly 

suitable for the calibration of radiometric 

detectors in the visible spectral range. 

LED REFERENCE SPECTRA 

The European research project “Future photometry 

based on solid-state lighting products” (EMPIR 

15SIB07 PhotoLED) has investigated the 

fundamental requirements for photometry based on 

white light-emitting diode (LED) sources. Many 

hundreds of LED spectra were analyzed and suitable 

LED reference spectra for photometric calibrations 

were derived [1,2]. In the CIE publication 

“Colorimetry” were 5 spectral distributions of typical 

phosphor-converted blue LEDs at colour 

temperatures, which are commonly used, 

published.[3] 

 

LED STANDARD SOURCE LIS-A 

The construction of the LED source (LIS-A) consists 

of an aluminium cylinder with a diameter of 100 mm 

and a length of 70 mm.  

The heat exchange takes place via an internal heat 

sink to achieve a high degree of insensitivity to 

ambient temperature and air currents. The heat sink is 

actively cooled by a fan on the back. The temperature 

of the LED chip is controlled by an underlying Peltier 

element via an integrated active temperature 

controller. 

24 SMD LEDs are arranged on the printed circuit 

board. Their typical correlated colour temperature in 

the standard configuration is between 4000 K and 

4100 K. 

Originally, the LED source LIS-A was developed as 

a luminous intensity standard.  

During the subsequent characterization, however, it 

was shown that photometric as well as integral and 

spectrally resolving radiometric detectors can be 

calibrated with the LED standard source with low 

uncertainty.  

The investigations include photometers, radiometers, 

trap detectors, PQEDs and spectroradiometers and 

show the general usability of the LED standard source. 

 

SPECTRAL IRRADIANCE MEASUREMENT 

 

The spectral irradiance of the LIS-A sources was 

calibrated with scanning double monochromators and 

array spectroradiometers and also shows good 

agreement between different NMIs.  

The measured spectrum is shown in the figure below. 

SEASONING 

The LIS-A standard lamps are operated with an 

external direct current of about 65 mA at a supply 

voltage of about 75 V. 

The built-in temperature control unit keeps the 

surface of the LED board at a temperature of about 

45°C. All LEDs have been seasoned for at least 1000 
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hours to reduce aging effects and ensure stability 

during operation. The relative changes of the 

photocurrent of a monitor detector during the last 360 

hours of ageing are shown in the figure below.  

The average photocurrent change is significantly less 

than 0.1% for the last 100 hours of seasoning. 

EFFECTS OF AMBIENT TEMPERATURE 

The figure below shows the relative changes of the 

detector photocurrent with temperature in relation to 

the value at the nominal temperature 25°C for 6 

different LED modules. The influence of ambient 

temperature and humidity was determined in a 

climate chamber with an external photometer. The 

ambient temperature was varied between 20°C and 

30°C and each measurement was performed after 20 

minutes of stabilisation time. All measurements were 

performed at 50% relative humidity. 

 

The deviations are below 1.5∙10-4, which can be 

considered negligible, especially considering the 

standard deviations at each measurement point. 

SUMMARY 

The presented LED standard source can be used for a 

variety of applications. Due to its very good stability 

and reproducibility, with very low noise, the standard 

can be used for both photometric and radiometric 

applications. 

In the presentation the special possibilities are 

highlighted and quantified by analysis of the 

measurement uncertainties. 
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We realized spectral irradiance measurement of 

standard lamp based on large-area WC-C fixed-

point blackbody for the first time. The wavelength 

range is from 390 nm to 1000 nm.  We measured 

spectral irradiance of standard lamp based on 

traditional variable temperature blackbody and 

large-area WC-C fixed-point blackbody 

respectively. The average measurement difference 

of the two methods is 0.29% within this 

wavelength range. Compared with the traditional 

measurement method, the fixed-point method 

could reduce the average measurement 

uncertainty from 0.53% (k=2) to 0.39% (k=2). 

INTRODUCTION 

Spectral irradiance from 250 nm to 2500 nm is CCPR 

K1-a Key Comparison [1]. The tungsten halogen 

lamps are used for the transfer lamps. The lamps are 

also the most widely used for spectral irradiance 

measurement. In many national metrology labs, the 

lamps are measured against the variable high 

temperature blackbody. The temperature is measured 

by pyrometer. This is the most common traceability 

chain for source based method. For this method, the 

major uncertainty is the temperature measurement 

uncertainty of the blackbody.   

The melting temperature of WC-C fixed point is 

3021 K around, which is close to the colour 

temperature of the tungsten halogen lamps (about 

3000 K) [2]. Therefore, this kind of fixed point is very 

useful for spectral irradiance measurement. For the 

purpose of spectral irradiance measurement, the 

large-area WC-C fixed point has been developed [3]. 

In the following, we will introduce the fixed-point 

method for spectral irradiance measurement. This is 

the first time that fixed-point method is used for the 

spectral irradiance measurement directly. 

MEASUREMENT METHOD AND RESULTS 

The experimental schematics is shown in Fig. 1. 

Blackbody A is a variable high temperature 

blackbody. Blackbody B is large-area WC-C fixed 

point blackbody. The opening diameter of the fixed 

point is 14 mm, which is large enough for spectral 

irradiance measurement.  

Firstly, we set the temperature of blackbody A at 

the temperature of 2972.09 K. The temperature is 

measured by the pyrometer. The system including the 

monochrometer and Si detector is calibrated by 

blackbody A. And then, we measure the spectral 

irradiance of the standard lamp. The wavelength 

range is from 390 nm to 1000 nm, which is limited by 

the detector and the gratings. This is method A. 

For the fixed point method, we use the melting 

plateau as the primary standard. We could know the 

temperature exactly without the pyrometer. The 

plateau shape is shown in Fig. 2. Using the first and 

the second derivative of the melting curve, which is 

shown in Fig. 3, we can obtain the duration of the 

melting plateau [4-5], about 14.7 min. We also use the 

same pyrometer to measure a small WC-C fixed point.  

Then, we obtain the temperature of the large cell, 

Figure 1. Experimental schematics. 

Figure 2. Plateau shape of large-area WC-C fixed point. 

Monochrometer Traceability Facility
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3020.02 K. By the second, third, and fourth melting 

plateau, which is shown in Fig. 4, we calibrate the 

system. The blank of the melting plateau means the 

calibration is going on. We repeat the measurement 

for three times. The curve shape is not good enough 

because we put a small diaphragm in front of the 

blackbody. However, it will not affect the results. This 

is Method B. 

The measurement results are shown in Table. 1. 

The average measurement difference of the two 

methods is 0.29%. Compared with Method A, 

Method B could reduce the average measurement 

uncertainty from 0.53% (k=2) to 0.39% (k=2). 

CONCLUSION 

We realized a fixed point method for spectral 

irradiance measurement of tungsten halogen lamps. 

The measurement results agreed very well with the  

 

Table 1. Measurement results. 

Wavelength 

（nm） 

Method A 

(μWcm-2nm-1) 

Uncertainty A 

(%  k=2) 

Method B 

(μWcm-2nm-1) 

Uncertainty B 

(%  k=2) 

Difference 

(%  B-A) 

390 1.44E+00 0.71  1.43E+00 0.44  -0.66  

450 3.54E+00 0.64  3.55E+00 0.43  0.47  

500 5.94E+00 0.60  5.96E+00 0.42  0.24  

550 8.67E+00 0.52  8.69E+00 0.35  0.20  

600 1.14E+01 0.50  1.14E+01 0.35  0.10  

650 1.39E+01 0.47  1.40E+01 0.34  0.28  

800 1.88E+01 0.46  1.89E+01 0.37  0.32  

900 1.99E+01 0.46  1.98E+01 0.40  -0.12  

1000 1.95E+01 0.45  1.95E+01 0.40  -0.20  

 

traditional variable blackbody method. The fixed 

point method could shorten the traceability chain and 

reduce the measurement uncertainty of the primary 

spectral irradiance scale significantly. The method 

could be extended to the whole wavelength range 

from 250 nm to 2500 nm in the near future. 
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Figure 3. (a) First derivative of the melting curve. (b)  

Second derivative of the melting curve. 

Figure 4. Melting curve for the spectral irradiance 

measurement. 
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Since the early work by Blevin [1], it has been well known that diffraction effects in the calibration of 

blackbodies generate an error in measured power led by a term varying as 1/T.  Higher-order corrections 

are also of increasing importance in cases of (1.) low (source) temperature, and (2.) multi-staged optical 

systems.  This talk will include presentation of results related to these two aspects.  For low temperatures 

and in the case of a single intervening aperture consisting of the blackbody, cryogenic radiometer and 

aperture, diffraction corrections on total power involve a series expansion in terms of 1/T and the 

logarithm of T [2].  For cases with more than one aperture between the source and detector, other effects 

arise that mostly vary as 1/T2, but often with contributions scaling as 1/T3, 1/T4 or 1/T5.  By use of a 

higher-order boundary diffraction wave formulation [3], these terms can be identified, and the larger 

terms can be computed efficiently in a method that automatically integrates over the Planck spectrum, 

eliminating the need to carry out calculations at multiple wavelengths before suchsintegration.  This talk 

will emphasize the new, unpublished developments that have taken place most recently and apply the 

results of this work to a recent calibration at NIST.   

 

[1] W. R. Blevin, Metrologia 6, 39 (1970).   

[2] E.L. Shirley, J. Opt. Soc. Am. A 33, 1509 (2016).   

[3] E.L. Shirley, J. Mod. Opt. 54, 515 (2007). 
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UVC light around 254 nm is used in many 

applications that requires high irradiance levels 

up to 150 W/m². We have investigated several 

types of sources to determine their ability to 

produce such level of irradiance for the purpose of 

the calibration of UVC radiometer. Low-pressure 

mercury lamps with amalgam as well as newly 

developed UVC LED show good performances. 

We present the results of the characterisation in 

irradiance level and spatial uniformity for both 

sources. 

INTRODUCTION 

UVC light is use in many applications and 

particularly for the disinfection of water, air and 

surfaces, but also for sterilisation in the medical field. 

For all these application high irradiance levels are 

used on the order of 150 W/m² and there is a need for 

calibration of UV meters on this level range.  

However today calibration laboratories have 

limited irradiance range less than 20 W/m² at 254 nm 

due to the type of sources used. 

We have investigated several UVC sources in 

order to determine their suitability to produce the 

required irradiance levels. In this paper we present the 

results of the characterisation performed on two 

parameter: irradiance level and spatial uniformity. 

 

SOURCE PARAMETERS  

 The sources investigated will be used for UVC 

meter calibration. Therefore they have to comply with 

some characteristics that are : 

- Irradiance level that should be about 150 

W/m² 

- The spatial uniformity should be limited to 

5% on a circular area of 3 cm² 

- A temporal stability less than 1% over one 

hour 

The focus was made on the first two parameters 

but a rough estimation of the temporal stability was 

evaluated. In complement to these physical 

parameters, the cost of the source was also taken into 

account. 

We have investigated four types of sources: 

- Laser and laser diodes 

- Laser driven light source (LDLS) 

- Mercury lamps with almalgam 

- UV LED 

SOURCE CHARACTERISATION RESULTS 

UVC laser can reach the required irradiance 

levels. However such source is not cost effective. 

UVC laser diode s are not available yet on the market. 

LDLS needs a UV filter and a lot of light is 

wasted limiting the UVC output level. 

Low pressure mercury lamps with amalgam 

[1] exhibit high UVC throughput with about 85% of 

254 nm light.   

 

Using the set-up shown on figure 1 with two 1m 

long lamps an irradiance level > 200 W/m² was 

reached at a distance of 10 cm from the lamp. The 

spatial uniformity was better than ±2% over a disc of 

one inch in diameter. 

A new device like the one shown on figure 1 is 

under development and will integrate shorter lamps: 

4x57 W with 36 cm in length. The beam profile based 

on simulation is shown on figure 2.  

 

 

 

 

 

Figure 1. Amalgam UVC source. 
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UV LED are developing rapidely and recently 

5W are made available for UVC applications. These 

LED have a 10 nm spectral bandwidth and can have 

a angular distribution of 7°, 35°, 120°. Figure 3 shows 

the angular distribution of the 35° wide LED.   

 

In order to obtain the required irradiance level the 

LED should be set in an array and an optic should be 

added. Optical simulation based on the following 

parameters has been made: 

- Data from figure 3 

- Radiometric specifications from the 

manufacturer 

- A 5x5 array with 32 mm x and y dimensions 

- A focusing lens in the 2f optical 

configuration 

 

The results of the simulation is show on figure 4. 

At a distance of 90 mm from the source, the 

irradiance level is about 290 W/m² and the spatial 

uniformity is ±2.2% over a disc of 1 inch in diameter. 

The UVC LED were delivered by mid of 

January 2020. By the time of the conference 

experimental results will be available    

 

 

 

CONCLUSION 

Low pressure mercury lamps with amalgam and 

newly developed UVC LED show good performance 

to allow high irradiance level and can be used in 

calibration set-ups for UV radiometer.  
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Figure 2. Beam profile of the new Amalgam UVC source. 

Figure 3. Angular distribution of the UVC LED. 

Figure 4. Simulation of the beam profile of the 35° wide  

UVC LED source. 
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National institutes of metrology of Argentina and 

Brazil perform an intercomparison of spectral 

irradiance. Each institute developed its own 

secondary calibration facilities and provided a 

calibrated lamp. These lamps and a third one are 

alternately measured using their characterized 

spectroradiometers in the range from 250 nm to 

1100 nm. The spectroradiometers are then taken 

outdoor to simultaneous solar measurements in 

UV range. Agreement between the results assess 

the institute’s calibration capability.  

INTRODUCTION 

Spectral irradiance scale is usually materialized in 

standard lamps ultimately traced to a high-

temperature blackbody [1] and to an electric-

substitution cryogenic radiometer [2] as primary 

standards. Direct comparison using a spectro-

radiometer allows the transference of calibration 

between different artefacts. The Instituto Nacional de 

Metrología Industrial (INTI / Argentina) and the 

National Institute of Metrology, Quality and 

Technology (INMETRO / Brazil) have developed 

their own facilities for secondary calibration of lamps 

based on direct comparison to FEL 1000 W reference 

standards (traced to the Physikalisch-Technische 

Bundesanstalt, PTB/Germany) using fully-

characterized spectroradiometers.  

Here we report the results of the intercomparison 

of indoor and outdoor spectral irradiance 

measurements performed at INTI’s installations in 

Buenos Aires (Argentina) between May 27th and June 

5th, 2019 [3]. Spectral irradiance lamps are measured 

by the participants against their own secondary 

standards using their spectroradiometers. The 

instruments are then taken outdoor for comparative 

measurements of UV solar spectral irradiance. 

EQUIPMENT 

INTI uses a double monochromator scanning 

spectroradiometer with a photomultiplier detector 

equipped with an integrating sphere and an optical 

diffuser for solar and indoor measurements, 

respectively. INMETRO [4] uses a 2048 pixels, Si 

CCD-based array spectroradiometer with a cosine-

response PTFE diffuser. Both devices use optical 

fibers and are beforehand characterized for intensity 

and time linearity, spectral straylight, wavelength 

scale, spectral bandwidth, cosine response and optical 

plane of incidence. Each participant provides a 

certified secondary FEL 1000W lamp which has been 

calibrated in its own facility against their reference 

standards, according to Table 1, and also a third lamp. 

Table 1. Standard lamps used in the intercomparison. 

Lamp A B C 

Certificate INTI INMETRO Neither 

MEASUREMENT PROTOCOL 

Each lamp is aligned in the optical bench and 

measured at a distance of 700 mm with both 

spectroradiometers. The results for each test lamp are 

obtained as 𝐿𝑇(𝜆) = 𝐿𝑆(𝜆) 𝑀𝑇(𝜆)/𝑀𝑆(𝜆) , where 

𝐿𝑆(𝜆)  is the certified spectral irradiance of each 

participant’s own standard lamp (A or B) and 

𝑀𝑇,𝑆(𝜆) are the in-locus spectral measurements. 

For outdoor measurements, participants 

calibrate their spectroradiometers against the same 

reference (lamp A). The instruments are positioned in 

the rooftop of INTI’s installations (34.57º S, 58.52º 

W) and their input are aligned towards zenith. Total 

acquisition period is matched between systems and 

measurements rounds start synchronously. Global 

measurements include both direct Sun and 

hemispherical scattering of the sky dome. Diffuse 

irradiance is obtained by shading the entrance optics. 

Direct irradiance is computed as their difference. 

RESULTS 

Figure 1 shows an example (lamp B) of spectral 

irradiance measurement performed by the 

participants in the range from 250 nm to 1100 nm. 

The achieved calibration uncertainty values (k=2) are 

compared. Relative difference between results 
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obtained by the institutes for lamps A, B and C are 

shown in Fig. 2. 

 

Figure 1. Calibration uncertainty of secondary standards 

of both institutes (primary lamp uncertainty shown in 

black). Inset shows spectral irradiance of lamp B. 

Region between outer lines in Fig. 2(a-c) 

indicate combined uncertainty. This range touched 

the zero line, indicating agreement between data. 

Normalized error (En) between measurements (the 

absolute difference over their combined uncertainty) 

in Fig. 2d are within acceptance criterion of 𝐸𝑛 ≤ 1, 

except for few data points. INMETRO’s higher 

uncertainty in UV is due to reduced sensitivity of its 

array spectroradiometer in this spectral region 

 

Figure 2. (a, b, c) Relative differences and (d) En 

computed over measurements of lamps A, B and C. 

Five complete rounds of outdoor measurements 

were performed in June 3rd, between 12:49 and 13:32. 

Simultaneous results of both institutes obtained with 

their spectroradiometers in UV range are shown in 

Fig. 3, and also the normalized error. The observed 

spectral pattern is due to difference in spectral 

bandwidth of the instruments. Histograms of En 

(inset in Fig. 3d) reveals the value is mostly below 

unit, indicating good agreement between data, except 

for the lowest wavelengths, where INMETRO’s 

instrument is less sensitive. 

 

Figure 3. Measurements of (a) global, (b) diffuse and (c) 

direct UV solar spectral irradiance measured by INTI and 

INMETRO and (d) normalized error (inset: histogram). 

CONCLUSION 

Normalized error below unit for three lamps indicate 

agreement between INTI and INMETRO, assessing 

their independent secondary spectral irradiance 

calibration systems. Although solar measurements 

are performed in a rather experimental purpose, 

results exhibit good agreement, indicating the 

spectroradiometers are well characterized. 
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Calibration of an illuminance meter is usually 

done using a photometric bench and a luminous 

intensity standard lamp. To replace standard lamp 

method, we constructed an illuminance meter 

calibration system based on an LED based 

spectrally tunable light source (LSTL). CIE 

Illuminant A approximate spectra realized by the 

LSTL was controlled at various illuminance values. 

A test illuminance meter was calibrated by 

comparison against a reference photometer with 

the realized Illuminant A approximate spectra. 

INTORODUCTION 

  Illuminance meters are normally used to measure 

the degree to which incident light from indoor 

lighting and sunlight illuminates a surface. 

Calibration of an illuminance meter is usually done 

using a photometric bench and a luminous intensity 

standard lamp1. The luminous intensity standard lamp 

is an incandescent lamp that realizes a spectrum of the 

CIE standard illuminant A (Illuminant A), i.e., its 

relative spectral distribution is that of Planck 

radiation at a temperature of about 2856 K2. 

  In recent years, by increasing replacement of 

incandescent lamps with white LED lamps, it has 

become difficult to obtain the standard lamps. 

Although LED lighting is used widely, it is important 

to measure illuminance from sunlight. Therefore, the 

calibration of illuminance meter based on an 

Illuminant A approximate spectrum is continued to 

need for industrial and testing laboratory too.  

  As a candidate calibration source to take the place 

of traditional lamp sources, including incandescent 

lamps, an LED-based spectrally tunable light source 

(LSTL) has been investigated in several fields3-5. The 

main benefit of LSTLs is that it allows realization of 

different spectral and various optical intensities with 

only one lighting system without exchange of several 

light sources.  

  In this study, we constructed an illuminance meter 

calibration system based on LSTL as a pilot study. In 

the system, test illuminance meters are calibrated by 

comparison against a reference photometer using an 

Illuminant A approximate spectrum realized by the 

LSTL.  

CALIBRATION SYSTEM DEVELOPMENT 

 The calibration system was constructed by 

modifying an LSTL developed for a solar simulator 

in the photovoltaic field. An overview of our 

constructed calibration system is depicted in Figure 1. 

Overall dimensions of the calibration system are 

about 1.5 m (H) × 0.8 m (W) × 0.8 m (D). The 

calibration system consists of the LSTL, two CCD 

cameras for ascertaining the measurement position, a 

reference photometer, and a spectroradiometer. In 

addition, the measurement instruments including a 

test photometer are installed on a two-axis automatic 

movement stage (travel length of both axes: 300 mm), 

which enables accurate comparison measurement at 

the same position. The measurement distance from 

the LSTL to the measurement plane is 400 – 450 mm. 

The measurement distance is limited by the based 

solar simulator system. 

 The LSTL was constructed from 21 types of 

monochromatic HP-LEDs and two quasi-green 

yellow LEDs based on white HP-LED at wavelengths 

Figure 1. Schematic drawing of the illuminance meter 

calibration system based on LSTL. 
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of 340 – 800 nm for covering the UV–visible range. 

Two or four of the same type HP-LEDs were used in 

one wavelength band. A total of 54 LEDs was used in 

LSTL. Figure 2 shows a photograph of the LSTL. 

Their maximum operated current depends on the 

LED type (500 – 3,000 mA maximum rated current). 

The optical power can be changed by individual 

constant current control of each LED from 10 mA to 

3000 mA. The overall LSTL shape is a dome-shaped 

frame. HP-LEDs of the same type were placed 

diagonally on the LSTL dome frame, with total 

emission area of the 54 mounted LEDs as 200 mm 

square.  

 To improve illuminance power and illuminance 

uniformity on the measurement plane, individual HP-

LEDs have compact magnifier optics. The magnifier 

optics was constructed with a light pipe (10 mm 

square, 135 mm length) and a condensing lens (f = 25 

mm). It was designed to form a uniform illuminance 

plane of 200 mm square at the measurement plane 

with individual HP-LEDs. 

  Test illuminance meters were calibrated by 

comparison against the reference photometer using 

an Illuminant A approximate spectrum realized by the 

LSTL: the illuminance value of Illuminant A 

approximate spectrum is determined using the 

reference photometer. The test illuminance meter is 

calibrated from that value. This method is generally 

called as the detector-based method1. Using this 

method, the illuminance scale is provided using a 

reference photometer, not by a standard lamp. 

  Figure 3 shows a spectral distribution of an 

Illuminant A approximate spectrum realized by the 

LSTL. The chromaticity coordinate of the 

approximate spectrum is (u',v')=(0.239, 0.538). The 

illuminance is about 10,000 lx. Above condition, 

diffuser was not inserted for the maximum 

illuminance. The Illuminant A approximate spectrum 

in Figure 3 achieves very high illuminance that are 

difficult to achieve using traditional standard lamps. 

The Illuminant A approximate spectrum can achieve 

various illuminance values (800 lx to 10,000 lx) and 

diffuse characteristics by controlling the current value 

and inserting a diffuser. 

CONCLUSION 

In this study, the illuminance meter calibration system 

based on the LSTL was constructed to replace 

standard lamp methods. To construct the LSTL to 

cover wavelengths of 340–800 nm, 23 types were 

used. The Illuminant A approximate spectrum 

realized by the LSTL was controlled at various 

illuminance values from 800 lx to 10,000 lx  
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Figure 2. Photograph of LSTL (21 types of 

monochromatic HP-LEDs and two quasi-green yellow 

LEDs based on white HP-LED). 

Figure 3. Spectral distribution of an Illuminant A 

approximate spectrum realized by the LSTL. 
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Total luminous flux of commercial white LEDs 

measured with sphere-spectroradiometer method 

in 2 geometry and goniophotometer method were 

compared. The measured values in sphere-

spectroradiometer method were smaller than that 

of goniophotometer method by 1% to 5%. Near 

field absorption and spatial response distribution 

function of an integrating sphere were estimated 

as main uncertainty factors of this difference. 

INTRODUCTION 

For total luminous flux evaluation of LED products, 

total spectral radiant flux (TSRF) measurement is 

necessary. A sphere-spectroradiometer constructed 

with an integrating sphere and a spectroradiometer is 

commonly used for total luminous flux evaluation of 

LED products. The sphere-spectroradiometer is 

calibrated against TSRF standard. In the sphere-

spectroradiometer method, test sources that emit light 

only forward direction are recommended mounted on 

a port of the integrating sphere wall (2 geometry) [1]. 

A reference standard source should be mounted at 

same geometry of the test sources, however, there 

was no suitable reference standard source for TSRF 

measurement in 2 geometry until recently. Thus, 

very few studies had done about total luminous flux 

measurement of LED products in 2 geometry. 

Recently, we developed a new LED-based 

standard source (2 standard LED) that is suitable for 

spectral measurement in 2 geometry [2] and TSRF 

scale for 2 geometry was realized in NMIJ (National 

Metrology Institute of Japan). Thereby, it has become 

possible to evaluate total luminous flux of 

commercial LED products with sphere-

spectroradiometer method in 2 geometry. In this 

study, TSRF and total luminous flux values of 

commercial white LEDs were measured with two 

method, sphere-spectroradiometer method using the 

2 standard LED as a reference standard source and 

goniophotometer method. By comparison of the 

measurement, the uncertainty factors of commercial 

white LEDs measurement were examined. 

EXPERIMENT 

In the measurement, 10 types of commercial white 

LEDs were used as a test white LED. Figure 1 shows 

spectra of the test white LEDs. Total luminous flux 

values of the white LEDs were 100 lm to 320 lm and 

corrected color temperature (CCT) of the white LEDs 

were from 3000 K to 8000 K. Each white LED was 

operated at a constant current and mounted on the 

socket with a built-in thermo-module. The stabilities 

of total luminous flux of each white LED were ±0.2% 

by the temperature control. 
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Figure 1. Spectra of 10 types of the test white LEDs and 

2 standard LED. 

Figure 2 shows angular intensity distributions of 

4 types of the white LEDs. The white LEDs emitting 

light only in the forward direction was selected for a 

test source, however, LED5–LED10 have radiant 

intensity even over  = 90° direction when measured 

(e.g., LED6 and LED9 as shown in Fig. 2). In 

addition, the spatial uniformity of some white LEDs 

such as LED2 and LED6 were greatly different from 

that of the 2 standard LED. The angular intensity 

distribution of the 2 standard LED is almost equal to 

the Lambertian beam pattern. 

In sphere-spectroradiometer method, TSRF of 

the white LEDs were measured in 2 geometry that 

calibrated against the 2 standard LED as a reference 

standard source. Total luminous flux of the white 

LED was calculated from TSRF. The diameter of the 

integrating sphere in the sphere-spectroradiometer 
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was 1.65 m. In the measurement, self-absorption 

correction was performed using a halogen lamp. 

In goniophotometer method, total luminous flux 

of the white LEDs were measured using a V()-

matched detector. An array spectroradiometer was 

used for measuring a spatially averaged spectrum of 

the white LED for calculation of spectral mismatch 

correction factor and TSRF. The illuminance 

responsivity of the V()-matched detector was 

calibrated against luminous intensity standard and the 

relative spectral responsivity of the array 

spectroradiometer was calibrated against spectral 

irradiance standard. The measurement distance was 

1.15 m. 
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Figure 2. Angular intensity distributions of the white 

LEDs. 

RESULT AND DISCUSSION 

Figure 3 shows the differences between total 

luminous flux measured with two method. As shown 

in Fig. 3, almost all the results with sphere-

spectroradiometer method were smaller than that 

measured with goniophotometer method by 1% to 5%. 

For the differences between TSRF measured with two 

method, similar tendency was also obtained. There 

was no clear relation between the differences of total 

luminous flux value and characteristics of the white 

LEDs, such as spectrum shape and CCT. 
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Figure 3. Difference of measured total luminous flux 

between sphere-spectroradiometer method Fsphere() and 

goniophotometer Fgonio(). 

The uncertainty of the total luminous flux 

measurement with each two method was about 1% 

respectively, then these differences between two 

method were considered to come from other factors 

mainly. As shown in Fig. 2, some of the white LEDs 

have backward radiation over  = 90° direction. In 

Fig. 3, these white LEDs has the difference of about 

3%–5% (open circles in Fig. 3). In contrast, the white 

LEDs that emit light only forward direction has the 

difference of about 1%–3% (closed triangles in Fig. 

3). 

From this result, two uncertainty factors were 

considered as the reason of the difference. One 

important uncertainty factor related to an angular 

intensity distribution is near field absorption that 

cannot be corrected by self-absorption correction. 

This factor was expected to become larger in 2 

geometry when the white LED emits light over  = 

90° direction. In 2 geometry, printed circuit boards 

and mount jigs cut off the light emitted in the 

backward direction over  = 90°. Other uncertainty 

factor is nonuniformity of spatial response 

distribution function (SRDF) of the integrating 

sphere that causes error when a test source has 

different spatial radiant intensity distribution from 

that of a standard source. 

A quantitative analysis for relation between 

intensity distributions of white LEDs and measured 

total luminous flux value is needed as future work. 

CONCLUSION 

Total luminous flux of commercial white LEDs were 

compared with two method. As a result, total 

luminous flux values measured with sphere-

spectroradiometer method in 2 geometry using the 

2 standard LED as a reference standard source were 

smaller than that measured with gonio-measurement 

by 1% to 5%. This difference come from uncertainties 

related to characteristics of the commercial white 

LEDs, such as near field absorption effect and SRDF 

of the integrating sphere. 
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The State primary standard of the total radiance 

unit, which was approved in the end of 2018, is 

described. The range of the total radiance 

reproduced by the standard is from 54,36 to 61103 

W/(srm2) with the expanded uncertainty not more 

than 1,510-3 relative units.  

INTRODUCTION 

The first work on creating standards in the field of the 

total radiation in Russia was started at VNIIM in 

1964. In 1974, the first radiometric state primary  

standard of total radiation unit (SPS) was approved. 

Work directed at expanding the range and improving 

accuracy continued, which was reflected in the SPS 

approved in 2001. 

Due to the increased measurement tasks to provide 

measuring instruments with higher metrological 

characteristics, the improvement of the SPS was 

required. In addition, there was a need to increase the 

reliability of unit transfer from SPS to secondary and 

working standards. 

Thus, in 2015, the enhancement of the state primary 

standard of the unit of total radiance was started, 

which was successfully completed at the end of 2018. 

DESCRIPTION OF THE STANDART 

The main parts of the standard created in 2001 

were blackbodies sources based on the phase 

transitions of pure substances [1]. 

Preserving the ideology of construction the 

standard, the main efforts in its improvement were 

aimed at creating a new blackbody source based on 

the triple point of mercury (BB-Hg). 

As a result of work in the framework of 

enhancement of the SPS, a black body was developed 

[2]. The new blackbody based on the triple point of 

mercury reproduces value of total radiance       

54.36 W/(srm2) at a phase transition temperature of 

234.32 K in accordance with ITS-90. 

In addition, modernization of the blackbody 

sources of reference points of pure elements: tin (BB-

O), indium (BB-I), aluminum (BB-A) [3] and copper 

(BB-C). 

A fundamental element of any blackbody 

sources is the cell filled corresponding pure substance. 

Construction the cell must enforce mandatory 

requirements for the external dimensions of the cell, 

thickness the wall and emissivity parameters of cavity. 

With the enhancement of the SPS, the 

development of new designs of the cell of blackbody 

sources based on phase transitions of pure metals was 

done. New cells were made and filled with high-

purity metals. The new three-zone furnaces were 

development for blackbody sources placement and 

subsequent implementation. 

The reproducible values of units total radiation 

for BB-O, BB-I, BB-A, BB-C compose 1173.4,  

4151.0, 13691 and 61282 W/(srm2) respectively. 

The use of new cells designs has significantly 

increased the life of the blackbody sources. 

Also, a novel blackbody sources based on a triple 

point of water (BB-TPW) was developed. 

BB-TPW include the following main units: 

- Cell of the triple point of water fixed point; 

- Passive thermostat for placing the cell of triple point 

of water; 

- Cryostat, designed to provide the necessary thermal 

regime for the realization of a triple point of water; 

- Connecting elements.  

Passive thermostat and cryostat form a 

thermostatic device. 

 

 

 

 

 

 

 

 

 

1 - the cell of triple point; 2 - container; 3 - the 

internal cavity of a heat exchanger; 4 - the outer 

cavity of a heat exchanger; 5 - thermometer channel; 

6 - inlet branch pipe; 7 - connecting flange; 8 - 

thermal insulation; 9 - envelope; 10 - outlet branch 

pipe;  
Figure 1. Design of a passive thermostat 
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Design of a passive thermostat is based on heat 

exchanger in the form of the “pipe in the pipe” that 

working in the opposite connection. The coolant, 

enters to the inlet branch pipe (6) and flows through 

the internal cavity of the heat exchanger (3). After 

passing through the internal cavity of the heat 

exchanger, the coolant is poured through the 

specialized technological slots into the outer cavity of 

the heat exchanger (4) and through an outlet branch 

pipe (10) it returns to the cryostat. 

The temperature of the cavity is controlled by 

the resistance thermometer located in the channel (5). 

The attachment to the vacuum chamber of the 

primary standard is carried out by means of the 

connecting flange (7). 

The results of the measurements are showed, 

that the metrological characteristics of the 

thermostatic device satisfy the requirements 

necessary for the realization and maintenance of the 

fixed point of water. Reproducible value of total 

radiance of BB-TPW is 100.39 W/(srm2). 

As part of the enhancement of the standard, a 

new thermostat was developed for the blackbody 

source of gallium. Its use allowed to reduce the non-

uniformity of the temperature field during the 

implementation of the melting plateau of high-purity 

gallium. 

CONCLUSIONS 

The SPS was enhancement, within the framework 

new blackbodies source were developed. Also 

blackbodies sources from the previous state primary 

standard were modernized. Research done have 

shown that the expanded value of the uncertainty 

does not exceed 1,510-3 relative units at k = 2. 
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The finite element method (FEM) has been 

applied to develop а model of a high-temperature 

blackbody (HTBB) for simulation of thermal 

processes and the temperature distribution in 

HTBB and high-temperature fixed points 

(HTFPs) installed in HTBB as a furnace. This 

simulation instrument is being applied for 

further improvement of HTBB and for clarifying 

the parameters of HTFPs used in HTBB.  

INTRODUCTION 

25 year ago, the first high-temperature blackbody 

(HTBB) was developed at VNIIOFI and applied as a 

standard radiometric source [1]. Later, HTBBs were 

supplied to 15 National Metrology Institutes and 

used at national standard facilities for spectral 

irradiance and spectral radiance realization, as well 

as for photometry and radiation thermometry 

applications.  

Unique HTBB parameters, such as wide 

operating temperature range (up to 3500 K), large 

radiating cavity, high stability, uniformity, and 

emissivity make it the best planckian metrological 

source and a convenient furnace for high-

temperature fixed points (HTFPs) [2]. However, 

further improvement of HTBB is desirable in order 

to increase the emissivity and/or decrease its 

uncertainty, which is currently estimated as about 

0.9995±0.0005. The HTBB emissivity significantly 

depends on temperature uniformity of the radiating 

cavity. Therefore, the HTBB design should be 

modified in such a way as to improve the uniformity. 

Experimental investigation of influence of possible 

modification to the uniformity and, therefore, the 

temperature distribution in the HTBB elements is 

quite difficult (or in some cases impossible) due to 

high operating temperatures. 

This paper presents a computer simulation of 

thermal processes in HTBB, which takes into 

account the furnace geometry and the physical 

properties of the materials used. The model allows 

computing the temperature distribution in the HTBB 

(along the radiating cavity walls, heat shield, and 

other parts) for two cases: the stationary case (when 

the HTBB temperature is stable – the usual 

blackbody regime) and the dynamic case (when the 

temperature is increasing or decreasing). The latter 

is applied to simulate the melting and freezing 

processes of HTFPs. 

SIMULATION OF HTBB 

HTBB has a cylindrical heater formed by a stack of 

graphite rings, which is heated by electrical current 

passing through the rings. The heater and a 

surrounding heat shield, made of graphite and 

carbon felt, are assembled horizontally in a stainless-

steel water-cooled cylindrical housing. The space 

between the furnace construction elements is filled 

with argon gas.  

The model of HTBB is purely axis-

symmetrical. Although it ignores gravity effects, it 

still captures the most important features of the 

process. 

The finite element method (FEM) [3] is used to 

solve numerically the stationary equations for 

electric heating and heat transfer, thus computing the 

temperature field in the HTBB model. The model 

takes into account electrical resistivity, thermal 

conductivity and specific heat capacity of the 

materials used depending on temperature. Heat 

radiation is taken into account as a boundary 

condition for all furnace surfaces. The emissivity of 

graphite is taken equal to 0.85, wavelength 

independently. 

Fig.1 shows the cross-section of the HTBB 

model with computed temperature distribution 

(presented in colours) in the stationary case at the 

cavity temperature of 3000 K.  

The simulation is being applied to improve 

HTBB, namely to find a way of such modification of  

HTBB design and the parameters of the heater and 

heat shield materials, which allows improving the 

temperature uniformity of the blackbody radiating 

cavity and, thus, increasing the emissivity and/or 

more accurate determining of the emissivity 

uncertainty.  
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Figure 1. Computed temperature distribution in HTBB. 

SIMULATION OF HTFP 

When simulating the HTFP transition experiment 

the model includes only the heater and the HTFP 

cell itself excluding other parts of the furnace. The 

temperature distribution along the heater outer 

surface (see above) is treated as a boundary 

condition. To simulate a melting plateau the heater 

temperature is slowly increased by certain step, 

linearly in time. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Melting plateaus of Re-C cell in point P1, P2 

and P3 shown in Fig.3. 

 

 

 

 

 

 

 

 

 

 

Figure 3. Diagram of HTFP cell   

 

Phase transition is simulated as an additional 

specific heat of the melting material in a narrow 

temperature range around the melting point. The 

value of the range is varied around 1 K in different 

simulations. Difference in specific volume of solid 

and liquid phases is neglected, assuming equal 

densities at the melting point. 

Fig. 2 presents melting plateaus computed for a 

Re-C cell in the points P1, P2 and P3 shown in 

Fig.3. The difference between the points P2 and P1 

is the “temperature drop”, and the difference 

between P3 and P1 indicates the temperature 

gradient along the cavity wall. The shape of 

computed the curves and the temperature differences 

depends on uniformity of the temperature field 

around HTFP. Therefore, varying the temperature 

profile or the position of the cell in the furnace, one 

can investigate their influence on the cell 

characteristics.  

The simulation is being used as an instrument 

to investigate the temperature drop effect in HTFP 

cells and the temperature gradient along the cell 

cavity, and for optimising the thermal conditions for 

the cells.  

CONCLUSION 

A model of a high-temperature blackbody (HTBB) 

based on finite element method (FEM) has been 

developed for simulating thermal processes and 

temperature distribution in HTBB and HTFPs. This 

simulation instrument is being applied for further 

improvement of HTBB uniformity and, therefore, 

more accurate determination of the emissivity. 

Another application is investigation of HTFP cells 

conditions and characteristics, in particular better 

evaluation of the temperature drop correction and its 

uncertainty.  
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Large-area HTFP blackbody of δ(MoC)-C type 

with temperature of about 2856 K has been 

developed. The δ(MoC)-C HTFP has been 

investigated using several δ(MoC)-C cells of 

different sizes. Thermodynamic temperature of 

the δ(MoC)-C fixed point (POI) has been 

determined equals to 2856.93 K with standard 

uncertainty of 0.35 K, while the temperature of 

the large-area blackbody has been measured to 

be 2856. 25 K. 

INTRODUCTION 

Creation of high-temperature fixed-points (HTFPs) 

and inclusion them in the Mise en pratique for the 

definition of the kelvin (MeP-K) have significantly 

contributed to the development of the source-based 

(namely, blackbody-based) radiometry/photometry 

by means of increasing accuracy and reliability of 

temperature measurements of high-temperature 

blackbodies (HTBB).  

The radiometry/photometry can further benefit 

from the development of large-area HTFP cells and, 

thus, creation of high-temperature fixed-point 

blackbodies with relatively large apertures capable 

of operating in irradiance mode and realizing such 

quantities as spectral radiance or luminous intensity. 

VNIIOFI traditionally has been dealing with 

development of large HTFP cells. The last research 

presented the development and investigation of 

Re-C and WC-C large cells [1] and announced the 

development of δ(MoC)-C. The point δ(MoC)-C, 

first suggested by Sasajima [2], with melting 

temperature of about 2856 K is particular interesting 

for photometry as a base of the photometric Type-A 

standard blackbody. 

Recently at VNIIOFI the δ(MoC)-C blackbody 

based on a large cell was created. The several 

δ(MoC)-C cells, large and small (“normal”) size,  

were built and investigated. Thermodynamic 

temperature of the δ(MoC)-C fixed point was 

determined. This paper presents design of the 

developed cells and the blackbody as well as the 

results of the investigations.  

DESIGN  

Design of new δ(MoC)-C blackbody is similar to 

that described in [1] for Re-C and WC-C. Its cross-

sections is shown in Fig.1. The blackbody is based 

on the largest VNIIOFI-developed high-temperature 

furnace BB3500MP [3] with the cavity diameter of 

59 mm, which contains a large δ(MoC)-C fixed-

point cell. The cell has a blackbody cavity with the 

diameter and length of 14 mm and 45 mm, 

respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Although the cell cavity is not deep, together 

with the furnace it has an emissivity of 0.9996. The 

dimensions of the cell and furnace allow using an 

outer aperture in front of the blackbody of about 

5 mm, when calibrating a sensor of 5 mm at the 

distance of 500 mm.  In this configuration the 

blackbody reproduces luminous intensity and 

illuminance of about 400 cd and 1600 lx.  

To study the fixed point itself, tree small cells, 

shown in the bottom right of Fig.2, have been built 

and investigated: one with cavity diameter of 3 mm 

and two with cavity of 5 mm and opening of 3 mm.  

The same materials with nominal purity of 

99.999 % were used for all the cells, small and large: 

molybdenum powder from American elements and 

graphite R4550 from “SGL Group” (Germany). 

Figure 1. Cross-section of the δ(MoC)-C blackbody. 
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MELTING PLATEAUS 

The melting plateaus shape of δ(MoC)-C and 

repeatability were investigated using the temperature 

stabilized radiation thermometer of LP5 type. The 

plateau of the large-cell δ(MoC)-C blackbody was 

also observed by a photometer head in “irradiance” 

mode. Fig.3 shows the typical melting/freezing 

plateaus of a small cell measured by LP5 and a 

melting plateau the large-cell blackbody recorded by 

the photometer. The cells showed high-quality 

melting plateau with melting range, varied for the 

small cells from 120 mK to 250 mK, which is less 

than that of the well-studied Re-C fixed point. The 

“best” cell, MoC-C7, demonstrated typical melting 

range of (120-150) mK that comparable with WC-C. 

The melting range of the large δ(MoC)-C cell was a 

bit larger, 200 to 350 mK, which is explainable for 

the bigger ingot. The good shape of the melting 

plateau allows determining of the point of inflection 

(POI) with accuracy within ±20 mK. Repeatability 

of melting temperature, determined as the standard 

deviation of POI, was 10 to 20 mK, which is typical 

for HTFPs.  

 

 

 

 

 

 

 

 

δ(MoC)-C TEMPERATURE MEASUREMENT 

Thermodynamic temperature of all tested δ(MoC)-C  

cells has been measured as POI temperature by 

means of comparison with Re-C fixed point, whose 

thermodynamic temperature was determined as 

2747.84 K with standard uncertainty of 0.18 K at the 

international complain [4]. The same Re-C cell was 

compared with all the δ(MoC)-C cells. When 

comparing, a δ(MoC)-C cell was placed in 

BB3500MP, while the Re-C cell – in another HTBB 

furnace. Both furnaces stood next to each other in 

front of the radiation thermometer LP5 and mounted 

on the translation stage. Relative spectral 

responsivity of LP5 was measured against a trap-

detector using a 1-m double monochromator. To 

avoid possible drift, the cells were compared at the 

same day, wherein the Re-C cell was measured 

twice, before and after the δ(MoC)-C cell.  

The standard uncertainty of the δ(MoC)-C 

thermodynamic temperature has been estimated to 

be 0.35 K. The major components have been related 

to the realisation of the Re-C fixed point.  

The measured values are presented in Table 1. 

For the small cells the temperature varied from 

2856.81 K to 2856.93 K with the average value of 

2856.85 K. The cell with the smallest melting range 

showed the highest temperature. The large cell was 

measured as it was and with an additional aperture 

of 3 mm. Temperature shown with the aperture 

equalled to that average for small cells. Without any 

aperture the 14mm cell δ(MoC)-C blackbody 

showed the temperature slammed by 0.6 K, similar 

to Re-C and WC-C large-area blackbodies [1]. 

Table 1. Measured thermodynamic temperatures of 

δ(MoC)-C blackbodies. 

Cell ID 
Cavity /opening 

diameter, mm 
T, K 

MoC-C7 3/3 2856.93 

MoC-C8 5/3 2856.84 

MoC-C9 5/3 2856.81 

MoC-C10D14 
14/3 2856.85 

14/14 2856.25 

ROBUSTNESS 

The cavity walls of all built cells cracked 

during the filling or in the early stage of use. 

Fortunately, no one cell has leaked. All the 

measurements described above were done with the 

cracks. Probably the thermal expansion of the 

graphite used does not match well to the Mo-C alloy. 

Therefore, proper type of graphite has to be tested 

searched and selected for the δ(MoC)-C fixed point.  
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Figure 3. Left: melting/freezing plateaus of small cell. 

Right: melting plateau of large cell measured by 

photometer in irradiance mode. 
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A compact reference UVC source based on state-

of-the-art commercially available LED has been 

developed at B.I. Stepanov Institute of Physics 

NAS of Belarus. The paper presents the design 

and results of the study of the optical 

characteristics of the radiation of the reference 

UVC LED source. 

INTRODUCTION 

UV radiation is widely used to solve various 

engineering and scientific problems. Efficiency, 

quality and safety of work performed using UV 

radiation, is largely determined by the quality of the 

preliminary metrological support of these works. 

There are a number of problems in metrological 

insurance in the UV spectral region. First of all, it is 

a significant reduction in the accuracy of the transfer 

of measured units size from national standards of the 

corresponding optical quantities to working units in 

the CIE UV ranges. Second, when measuring in the 

UV CIE ranges, it is necessary to use a power meter 

with constant spectral sensitivity inside these ranges 

and zero outside it, which is very problematic due to 

the lack of high-quality UV filters. Third, the 

accuracy of the results of measuring optical 

characteristics of UV radiation is reduced 

significantly due to the difference in spectral 

distributions of the radiation intensity of the test and 

reference radiation sources.  

One of the promising ways to improve the 

accuracy of measurements in the UV spectral region 

is the use of reference radiation sources created on 

the basis of LEDs, due to their stability and long 

lifetime. Earlier, the Institute of Physics of the NAS 

of Belarus has developed a number of reference 

radiation sources for the CIE UV ranges based on 

LEDs [1 - 3]. In the article the design of the created 

new reference CIE UVC LED source describes. 

DESIGN UVC LED SOURCE 

A reference UVC LED source (RUVCS) based on 

state-of-the-art commercially available one LED 

emitting at wavelength of 265 nm.  

The source operates as follows:  the injection  

current is supplied to the LED chip 1, the 

temperature of which is regulated by the Peltier 

element 4 based on the resistance value of the 

thermistor 5. The heat generated by the Peltier 

element is removed through the base 6 and is 

additionally cooled by a radiator of water or air 

cooling 11. A temperature controller Arroyo 

TECSource 5305 were used to stabilize temperature 

of the RUVCS. 

Figure 1. Picture of reference UVC LED source 

OPTICAL CHARACTERISTICS OF THE 

SOURCE 

The measurement of optical characteristics of LEDs 

and RUVCS was carried out using setup for the 

measurement of optical characteristics of UV-NIR 

SSL sources emission [4]. The measurements of the 

were performed at 25ºС stabilized temperature. 

The inset in figure 2 shows the angular 

distribution of the radiation intensity of the LED 

chip. As can be seen from the far field, the radiation 

intensity is approximately the same within the cone 

20º. The observed jumps in the radiation intensity 

are due to the fact that the LED lens projects an 

image of the chip to infinity. The radiation intensity 

jump corresponds to the electrode of the LED chip. 

To reduce the intensity heterogeneity in this angle, 

we used a 5° holographic diffuser (inset on Fig. 2).  

However, the obtained radiation intensity levels 

of the RUVCS are insufficient for calibrating UV 

radiometers. Therefore, a correcting lens 13 and a 

holographic diffuser 9 are included in the design of 

the reference source (Fig. 1). 
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Figure 2 Radiation intensity of reference UVC LED 

source as a function of angle. Inset shows radiation 

intensity of UVC LED and UVC LED at 5° diffuser 

As can be seen from Fig. 2, only the use of the 

correcting lens made it possible to increase the 

power density of the RUVCS by an order of 

magnitude and significantly reducing the 

inhomogeneity of radiation intensity in the far field. 

Fig. 3 shows the dependence of the power density on 

the injection current at measurement distance 0.5 m 

from RUVCS and the LED chip.  

Figure 3 Intensity of reference UVC LED source as a 

function of injection current. Inset shows radiation 

intensity of UVC LED and UVC LED at ± 5° diffuser 

As can be seen in the inset in Fig. 3, the 

maximum quantum efficiency is achieved at an 

injection current of 350 mA. This corresponds to a 

power density of >200 μW/cm2, which provides a 

fine level for calibrating UV radiometers. Therefore, 

we recommend this injection current level for source 

operation. At this level, the radiation spectrum is 

independent of the viewing angle within the 

essential radiation intensity levels (±5º). 

As can be seen from Fig. 4, the radiation 

intensity of RUVCS are about 5% at the boundary 

between UVC and UVB ranges. 

 

Figure 4 2D color mapping of reference UVC LED 

source normalized spectra as a function of angle 

Fig. 5 show the distribution (±2%) of the 

radiation intensity of RUVCS without holographic 

diffuser in the working area at distance 0.5m. The 

additional use of 1º holographic diffuser in the 

source leads to an improvement in the uniformity of 

the distribution of the radiation intensity density up 

to ±1%. 

Figure 5 Intensity of  reference UVC LED source in the 

working area 
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In 2019, a National standard of Belarus of the 

units of radiant intensity, spectral radiance and 

irradiance in the wavelengths range from 0.2 μm 

to 3.0 μm was created. This report describes the 

details of a based spectral irradiance and 

radiance facilities. 

INTRODUCTION 

Spectral irradiance and radiance is one of the most 

important fundamental radiometric units. It is a key 

quantity with wide spread applications in industry, 

medical research, remote sensing and in our day to 

day life. In 2019, the National standard of Belarus of 

the units of radiant intensity, spectral radiance and 

irradiance in wavelengths range from 0.2 μm to 

3.0 m (NSSRI) was developed and constructed in 

the Institute of Physics of the NAS of Belarus 

together with the National Metrology Institute of 

Belarus (BelGIM). The purpose of establishing 

national standard is to provide metrological services 

to various R&D laboratories and industries. 

NATIONAL STANDARD OF BELARUS OF 

THE UNITS OF RADIANT INTENSITY, 

SPECTRAL RADIANCE AND IRRADIANCE 

IN THE SPECTRAL RANGE  

FROM 0.2 TO 3.0 m 

The main components of NSSRI are: high-

temperature blackbody radiator BB3500M, 

Linearpyrometer LP5, set-up of the multifunctional 

spectral facility (MSF), integrating sphere source 

(ISS), monochrome radiation source (MRS), 

standard lamps.  

The high-temperature blackbody radiator 

BB3500M is used as the national primary standard 

for spectral radiance and irradiance in the spectral 

range from 0.2 m to 3.0 m. It was constructed by 

the All-Russian Institute for Optical and Physical 

Measurements (VNIIOFI), Moscow. The 

radiometric temperature of the blackbody is 

determined with Linearpyrometer LP5 at the 

distance of 0.7 m. A precision aperture, which 

circulating cooling water, is placed in front of the 

blackbody to define the area of uniform radiance. 

Spectral radiance of the blackbody is calculated 

by the Planck’s law. Spectral irradiance on a 

measurement plane is calculated by using the 

spectral radiance of the blackbody, precision 

aperture area and distance between the aperture and 

input aperture of integrating sphere. A water cooling 

system has been developed for the BB3500M black 

body that maintains the temperature of the water in 

the system with an accuracy of 0.2 ºC.  

The set-up of the multifunctional 

spectroradometrical facility consists two spectral 

systems, translation table (2.8 m) and portable 

radiometric benches. Spectral systems consist of 

UV-VIS and VIS-NIR double monochromators on 

base monochromators MS266 (SolarLS, Belarus) for 

ranges 0.20-1.20 m and 0.35-3.00 m respectively. 

The double monochromators there is one entrance 

and three output ports. To input radiation into the 

monochromators, an entrance optics block based on 

a torroidal mirror is installed on the input port. At 

the output ports, detectors are installed. 

The spectral irradiance of the lamp is obtained 

by using the measured ratio of the multifunctional 

spectroradometrical facility output signal for the 

lamp to that of the spectral irradiance of blackbody 

at the entrance aperture of the entrance optics. 

The working standards used for the spectral 

irradiance in the spectral range from 250 nm up to 

2500 nm are 1000 W FEL-type quartz-halogen 

lamps (Gigahertz-Optik, Germany) and in the 

spectral range from 200 nm up to 400 nm are 

deuterium lamps. The working standards used for 

the spectral radiance in the spectral range from 

350 nm up to 2500 nm are temperature lamps 

1000 W TRU 1100-2350 and  200 W  

SIRSh 8.5-200-1 (Lisma LLC, Russia). The whole 

NSSRI is optimized for such lamp standards. 

The working standards used for the radiant 

intensity in the spectral range from 250 nm up to 

136



1100 nm are filter radiometers based on 3-element 

trap detectors (Hohenheide OÜ, Estonia). 

SPECTRAL IRRADIANCE CALIBRATION 

FACILITY 

Fig. 1 shows the schematic diagram of spectral 

irradiance calibration facility. 
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Figure 1. Schematic diagram of the spectral irradiance 

calibration facility 

For measurement of the spectral irradiance an 

integrating sphere is installed on the input optics 

block. The inner surface of the integrating sphere 

used as a diffuser is made of PTFE with inside 

diameter of 50.8 mm. Its entrance aperture is aligned 

to radiation sources.  

The four gratings with different blazed 

wavelengths are used by changing one by one 

corresponding to wavelengths. A PMT, Si-

photodiode and InAs infrared detector are used to 

measure the output signal from the spectral systems 

from 200 nm to 800 nm, from 650 nm to 1200 nm 

and from 1200 nm to 3000 nm respectively. Among 

detectors, the IR enhanced InAs detector is operated 

in combination with chopper and lock-in amplifier 

to measure the small signal at long wavelengths.  

The sources can be placed at distances from 

4 mm up to 2 m to the opening of the entrance optics.  

The design of the spectral irradiance calibration 

facility allows to measure the spectral irradiance of 

any radiation sources at distances from 4 mm to 2 m. 

In addition, to measure the optical 

characteristics of LEDs, as well as small-sized 

sources, the spectral irradiance calibration facility 

includes an automated goniometer and a number of 

power supplies and TEC. 

SPECTRAL RADIANCE CALBRATION 

FACILITY 

To measure the spectral radiance two mirrors are 

placed in front of the input optics block. Its entrance 

aperture is aligned to radiation sources. As well as 

when measuring spectral irradiance the four gratings 

with different blazed wavelengths are used.  

A PMT, Si-photodiode, CCD matrix, InAs 

infrared detector and InGaAs linear imaging sensor 

are used to measure the output signal from the 

spectral systems from 350 nm to 800 nm, from 

650 nm to 1200 nm, from 350 nm to 1200 nm, from 

1200 nm to 3000 nm respectively. 

For calibration of spectroradiometers by 

spectral radiance sources MRS and ISS are used. 

The MRS is used for measurements of relative 

spectral responsivity of the devices, and the ISS is 

used for determining of absolute responsivity. The 

MRS is based on the monochromator M266-IV 

(SolarLS) and a temperature lamp SIRSh 8.5-200-1. 

The diameter of the ISS is 0.6 m. It has an 

aperture with diameter of 0.24 m. The ISS is 

equipped with a set of 6 tungsten halogen lamps of 

150 W and 6 tungsten halogen lamps of 250 W each 

located inside the sphere along the aperture 

perimeter. The ISS realizes 28 levels of spectral 

radiance. Radiance homogeneity of the ISS at 

650 nm is within about 2 % over the aperture area, 

whereas the central-point radiance differs from the 

weighted average radiance by about 0.5 %. 

Calibration of ISS is carried out by comparison with 

a blackbody. 

137



Calibration of silicon single-photon avalanche diode detectors using 
a narrow-bandwidth quantum emitter 

Hristina Georgieva1, Marco López1, Helmuth Hofer1, Beatrice Rodiek1, Justus Christinck1, Peter Schnauber2, 

Arsenty Kaganskiy2, Tobias Heindel2, Sven Rodt2, Stephan Reitzenstein2, and Stefan Kück1  

1Physikalisch-Technische Bundesanstalt, Braunschweig, Germany,  

 2Institut für Festkörperphysik, Technische Universität Berlin, Berlin, Germany  

Corresponding e-mail address: hristina.georgieva@ptb.de 

 

A narrow-bandwidth, traceable single-photon 

source is used to improve the calibration of single-

photon avalanche diode (SPAD) detectors. The 

near-infrared emission of a single InGaAs 

quantum dot under non-resonant pulsed 

excitation is detected simultaneously by two SPAD 

detectors of the same type, and the ratio of their 

detection efficiencies has been determined to be 

1.059 with a relative standard uncertainty of 0.7 %. 

This result is validated by a comparison with a 

standard calibration using an attenuated laser. 

INTRODUCTION 

Standard calibration methods for SPAD detectors use 

attenuated laser light, which follows the Poisson 

statistics. Therefore, even at very low photon fluxes, 

there is still a nonzero probability for a multiphoton 

event, which cannot be resolved by an avalanche 

photodiode operating in the Geiger mode. To 

circumvent this problem imposed by the photon 

statistics, it is favourable to use a non-classical light 

source, a single quantum emitter with a high single- 

photon purity. Additionally, this new source should 

simultaneously fulfil the requirement of a directed 

monochromatic emission, needed for calibration 

purposes. The narrow emission bandwidth of 

semiconductor quantum dots makes them perfect 

candidates for this task. 

SINGLE-PHOTON SOURCE 

We aim for a high photon flux reaching the detection 

area of a SPAD detector by means of an efficient 

quantum emitter combined with a low-loss optical 

setup. A single InGaAs quantum dot (QD) is 

embedded into a monolithic microlens, which directs 

the emitted light into a small solid angle, thus 

increasing the extraction efficiency into the first lens 

of the setup (Figure 1.a). The sample is cooled down 

to 10 K and is non-resonantly excited at 850 nm at a 

repetition frequency of 80 MHz (see Figure 1.b). 

Figure 2.a shows a micro-photoluminescence scan of 

the QD layer, obtained by confocal imaging. One of 

the quantum dots, marked by a white circle, is placed 

in focus for spectral analysis.  

  To minimize the optical losses, we are using two 

ultra-narrow bandpass filters for the spectral filtering 

instead of a monochromator. Each filter transmits 

about 90% of the incoming near-infrared emission. 

The exciton recombination line with highest intensity 

is selected by shifting the transmission window 

through filter rotation. Figure 2.b shows the presence 

of a single spectral peak having a full width of half 

maximum of only 0.04 nm. The emission wavelength 

is determined to be (922.37 ± 0.02)  nm. Finally, 

the single-photon purity of the emission has been 

verified with a Hanbury-Brown and Twiss 

interferometer (Figure 2.c). The histogram of 

normalized coincidences yields a 𝑔(2)( = 0) value 

of 0.25.  

CALIBRATION METHOD 

Simultaneous measurement of the photon flux with 

two SPAD detectors of the same type (SPCM-AQRH-

13-FC, Perkin Elmer) employing the fiber exchange 

Figure 1. a) Scheme of a deterministic quantum dot 

microlens [1]. b) Confocal setup. 

b) 

a) 
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calibration technique [2] enables us to determine the 

ratio of detection efficiencies r according to: 

 𝑟 =
𝜂SPAD1

𝜂SPAD2
= √

�̇�A
𝐼

�̇�B
𝐼 ∙

�̇�B
𝐼𝐼

�̇�A
𝐼𝐼 ∙ 𝑓cr, (2) 

where �̇�A,B
𝐼,𝐼𝐼 denotes the measured detector counts per 

second. The intrinsic dark counts have been 

subtracted from the measured values. The single-

photon emission of the quantum dot is split into two 

optical fibres A and B, which are connected to 

detectors 1 and 2 correspondingly. For the second (II) 

measurement, the positions of the detectors are 

switched, so that equation 2 becomes independent of 

the coupling ratio of the beam splitter. 

  An additional correction factor 𝑓cr  takes into 

account the temporal stability of the light source, as 

well as the reproducibility deduced from repeating 

the measurement ten times. An Allan deviation 

analysis was conducted to determine the optimal 

averaging time. The influence of after-pulse 

probability and dead time can be neglected due to the 

very low mean photon number (below 0.002) used for 

the calibration. 

RESULTS 

The SPAD calibration is conducted with a photon flux 

of approx. 120 kHz, originating from a single spectral 

line of the quantum dot emission spectrum. This 

photon flux corresponds to an optical power of 26 fW 

and falls into the linear regime of the silicon SPAD 

detectors, so that no attenuation is needed and a lower 

overall uncertainty can be reached. The detection 

efficiency ratio was determined to be 

𝑟QD =  1.059 ±  0.008 . As expected, the value for 

𝑟QD is very close to unity since we are comparing two 

detectors of the same type with very similar 

properties. Additionally, both detectors were 

calibrated against a reference analogue detector by 

means of the double attenuator technique 

[3]:  𝜂SPAD1 = 0.324 , 𝜂SPAD2 = 0.305  with a 

relative standard uncertainty of 1%. This yields a 

ratio of 𝑟laser = 1.063 ± 0.015 . The results from 

both independent methods are in a very good 

agreement. 

  In conclusion, the presented light source fulfils the 

criteria of an efficient, directed, monochromatic 

single-photon emission. Moreover, we have 

demonstrated its usefulness for detector calibrations 

in the near infrared in the field of quantum radiometry. 

Next steps will be to increase the photon flux of the 

single-photon source by using more sophisticated 

structures allowing for a higher collection efficiency. 
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We present our measurements of the detection 

efficiency of free-space and fiber-coupled single-

photon detectors at wavelengths near 851 nm and 

1533.6 nm. We investigate the spatial uniformity of 

one free-space-coupled silicon single-photon 

avalanche diode (SPAD) and present a comparison 

between fusion-spliced and connectorized fiber-

coupled single-photon detectors. We find that our 

expanded relative uncertainty for a single 

measurement of the detection efficiency is as low as 

0.7 % for fiber-coupled measurements at 1533.6 nm 

and as high as 1.8 % for our free-space 

characterization at 851.8 nm [1]. 

Future Optical Quantum Networks will need 

components based on single-photon quantum 

technologies and those components will require 

characterization. We start with single-photon detectors, 

which in turn can be used to characterize other 

quantum network components such as single-photon 

sources, fiber losses, network switches, etc. 

We measure detection efficiency using a calibrated 

attenuation stage and a calibrated optical power meter 

as shown in Figure 1. Laser power is first roughly set 

using a variable fiber attenuator (VFAinput) and then 

sent to a splitter/attenuator unit, which has a highly 

attenuated output and high-light-level monitor. The 

ratio of the output to the monitor (Rout/mon) is 10-5 and 

is measured using an optical power meter (PM) and 

monitor optical power meter (PMmon). Both, PM and 

PMmon, require a nonlinearity (relative) calibration, 

whereas only PM requires an absolute responsivity 

calibration. Key to the measurements are the 

transmittance of the splitter/attenuator unit and the 

output-to-monitor ratio of the splitter/attenuator unit. 

Both are determined from the fiber beam splitter (FBS) 

splitting ratio and the attenuation of VFA, using the 

power meter and the monitor power meter. In addition, 

this method relies on the stability of the 

splitter/attenuator unit’s output-to-monitor ratio, the 

polarization and wavelength of the light versus time, 

and the independence of the output-to-monitor ratio 

with input optical power. We verify each of these either 

during the measurement or by prior characterization. 

Figure 1. Schematic of the measurement setup. 

Detection efficiency results are shown (fig. 2) for a 

free-space-coupled silicon single-photon avalanche 

detector (SPAD) measured in two modes. One using a 

continuous wave (CW) and another using a mode-

locked Ti:sapphire laser. Detection efficiency (DE) is 

measured at a range of detector count rates so that the 

DE can be determined at 1 cnt/s and 105 cnt/s. Setup 

stability and repeatability is achieved for the extracted 

detection efficiencies at the two rates of 1 cnt/s and 105 

cnt/s (fig. 2). 

 

Figure 2. Measured DE for the NIST8103 detector at 1 cnt/s  

and 105 cnt/s made with CW laser and a pulsed Ti:sapphire 

laser, as labelled. Error bars represent the extracted standard 

uncertainties (k=1) for each measurement. 
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 The CW laser results show a larger variation in the 

extracted DE at both count rates. The spatial response  

of the SPAD using the CW and Ti:sapphire laser, 

measurements are also shown. The CW laser results 

show fringes in the spatial response. Thus, it will have 

higher sensitivity to slight spatial misalignments than 

for the measurements made with the Ti:sapphire laser. 

Figure 3. Summary of measurements for fiber-coupled  

detectors (a) V23172, V23173, and PD9D at 851.8 nm and 

(b) NS233 at 1533.6 nm. For detector NS233, fusion 

splicing and FC/PC connectors were used to connect the 

DUT fiber to the output of the FBS as indicated. Error bars 

are the extracted standard uncertainties (k=1) of each 

measurement 

Figure 3 shows the extracted detection efficiencies 

at 105 cnt/s of three fiber-coupled detectors, two 

SPADs: V23172 and V23173 and one superconducting 

nanowire single photon detector (SNSPD): PD9D at a 

wavelength of 851.8 nm. The DEs for both SPADs 

were determined with an FC/PC fiber connector at the 

output fiber of the FPC, whereas the SNSPD’s DE was 

determined by fusion splicing the detector fiber. Good 

setup reproducibility is observed for all three detectors. 

Figure 3 also shows the calibration results of an 

SNSPD  optimized for 1550 nm (NS233) at a 

measurement wavelength of 1533.6 nm. The DE of 

NS233 was determined with an FC/PC fiber-to-fiber 

connector union and by fusion splicing the detector 

fiber to the output fiber of the FPC. The measured 

extracted DE at 105 cnt/s through a fusion splice is 

higher than that measured through an FC/PC connector, 

as expected. The repeatability between individual runs 

for both cases is comparable to the repeatability 

achieved for the 851.8 nm fiber-coupled measurement.  

Table 1 summarizes the results of this work for all 

detectors at a count rate of 105 cnt/s. The DE and 95 % 

coverage intervals were calculated with the NIST 

consensus builder [2] and linear opinion pooling for 

the individual measurement outcomes for each 

detector. Relative expanded uncertainties as low as 

0.70 % are achieved in the case of a fiber-coupled 

SNSPD at 1533.6 nm. Whereas for the free-space 

measurements at 851.8 nm, the relative expanded 

uncertainty is 1.8 % with a CW laser. The main source 

of uncertainty for the free-space measurements is the 

uncertainty in the detector response due to laser-beam-

detector alignment. For all-fiber-coupled detectors this 

uncertainty is not relevant but is replaced with a 

connector and fiber-end reflection-loss uncertainty. In 

this study, we were not able to compare several FC/PC 

connectors to establish an uncertainty associated with 

different commercially available fiber connectors. 

However, we believe that for many different FC/PC 

connectors the loss uncertainty will be larger than our 

overall uncertainty budget. For the NS233 detector, we 

observe a ≈3.5 % lower system DE than when splicing 

the fibers. In the extreme case, an FC/PC connection 

may have very low losses (close to 0 %). Therefore, 

we speculate that this measurement already reveals a 

variation of at least 3.5 % in the extracted DE for the 

FC/PC connector method. 

Table 1. Summary of results for all measured single photon 

detectors. Quoted are the photon delivery method (fc: fiber-

coupled, fs: free-space, Ti:Sa: Ti:sapphire laser, CW: CW 

laser, splice: fusion spliced, FC/PC: FC/PC fiber connector), 

mean DEs at 105 cnt/s, the 95 % coverage intervals and the 

relative expanded uncertainties (k=2). 
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detector 
  DE at 

105 cnt/s 
95 % cov. int. 

rel. exp. 

unc.(%) 

NIST8103 fs, Ti:Sa 0.5532  [0.5449, 0.5615]  1.5  
NIST8103 fs, CW 0.5490  [0.5397, 0.5587]  1.8  
V23172 fc, FC/PC 0.5811  [0.5708, 0.5911]  1.8  
V23173 fc, FC/PC 0.5821  [0.5735 0.5911]  1.6  

PD9D fc, splice 0.9178  [0.9066, 0.9292]  1.1  
NS233 fc, FC/PC 0.8921  [0.8859, 0.8996]  0.73  
NS233 fc, splice 0.9234  [0.9171, 0.9298]  0.70  

141

https://consensus.nist.gov/


Molecule-based single photon source for quantum radiometry 

Stefan Kück1, Marco López1, Pietro Lombardi2, Constanza Toninelli2, Marco Trapuzzano3, Maja Colautti4, 

Giancarlo Margheri5, Ivo P. Degiovanni6 

1Physikalisch-Technische Bundesanstalt (PTB), Braunschweig, Germany, 2Istituto Nazionale di Ottica (CNR-INO), 

Florence, Italy, 3Università degli Studi di Firenze, Florence, Italy, 4LENS, Università degli Studi di Firenze, Florence, 

Italy, 5Istituto dei Sistemi Complessi (CNR-ISC), Florence, Italy, 6Istituto Nazionale di Ricerca Metrologica (INRiM), 

Torino, Italy 

Corresponding e-mail address: stefan.kueck@ptb.de 

 

In this paper we report on the calibration of the 

detection efficiency of a Silicon photon avalanche 

detector via comparison against an analogue, 

calibrated Silicon photodiode using a single-

photon source based on the emission of an organic 

dye molecule. The single-photon source used had 

a total photon flux of 1.32  106 photon per second 

(corresponding to  334 fW), an emission 

linewidth of < 0.2 nm and a single-photon purity 

given by a g(2)(t = 0) value < 0.1. The obtained 

standard measurement uncertainty is between 2 % 

and 6 %, main contribution is the Silicon 

photodiode detector noise. 

INTRODUCTION 

Single-photon sources are considered being one of 

the major building blocks in many quantum optical 

applications, so e.g. in quantum key distribution, 

quantum computing and quantum enhanced optical 

measurements [1]. Besides these applications, also 

they are considered being ideal sources for 

radiometry, especially considering the field of 

quantum radiometry, i.e. where low photon fluxes 

need to be measured with low uncertainty [2]. 

Furthermore, single-photon sources in principle offer 

the possibility to become new standard photon 

sources [3, 4], complementing the blackbody radiator 

and the synchrotron radiation source. This is simply 

due to the fact, that the optical flux is given by  = 

fhc/ , where f is the repetition rate of the excitation 

laser, h is the Planck constant, c is the speed of light 

and  is the wavelength of the emitted radiation. 

However, current single-photon sources are far from 

being that ideal, due to non-unity collection and 

quantum efficiency. In this paper, a single-photon 

source based on the dibenzoterrylene (DBT) 

molecule is used as single-photon source for the 

calibration of a single-photon detector (Si-SPAD) 

directly against a classical Silicon photodiode, which 

is traced to the primary standard for optical radiant 

flux, i.e. the cryogenic radiometer. 

THE SINGLE-PHOTON SOURCE 

The single-photon source used in the experiments is 

constituted by an isolated dibenzoterrylene (DBT) 

molecule embedded into an anthracene (AC) host 

matrix. Details of the source can be found in [5]. The 

monochromatic single-photon source has an 

operating wavelength of (785.6 ± 0.1) nm and 

generated an adjustable photon flux at the location of 

the detectors between 144000 photon per second and 

1320000 photons per second, corresponding to an 

optical radiant flux between 36.5 fW and 334 fW. The 

source showed a high single-photon purity indicated 

by a second-order autocorrelation function at zero 

time delay below 0.1 throughout the whole flux range. 

The single-photon source is operated in continuous 

wave at a temperature of 3 K. 

CALIBRATION OF STANDARD DETECTOR 

The standard detector used for the photon flux 

measurement of the single-photon source was an 

analogue ultra-low noise Si detector (Femto, FWPR-

20-s) . It is a fibre coupled Si-photodiode with an 

active area of 1.1 mm × 1.1 mm and a 

transimpedance amplifier with a gain of 1 × 1012 V/A. 

The minimum noise equivalent power (NEP) of the 

detector is 0.7 fW/Hz1/2. Its spectral responsivity sSi() 

was determined by calibrating it against a working 

standard traceable to PTB´s primary standard for 

optical power, the cryogenic radiometer [6]. The 

spectral responsivity of the low noise Si detector 

obtained at 786 nm is: 

 sSi (=786 nm) = (0.5752 ± 58×10-4) A/W (1) 

This value was used for the calibration of the Si-

SPAD detector in the experiments with the single-

photon source. 

CALIBRATION OF SI-SPAD 

The detection efficiency of a Si-SPAD detector 

(Perkin Elmer, SPCM-AQRH-13-FC) is determined 
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by comparing the photon flux measurements of the 

single-photon source carried out with the SPAD 

detector with those of an analogue reference Si-

detector. Both detectors are fibre-coupled, equipped 

with a FC/PC fibre connector, optimized for a multi-

mode fibre. The detection efficiency of the Si-SPAD 

detector, 𝜂SPAD, is determined by 

 𝜂SPAD = ⟨NSPAD⟩/⟨Nref⟩ = ⟨NSPAD⟩/(⟨Φs⟩E) 

     = ⟨NSPAD⟩/(⟨If⟩∕srefE) (2) 

where NSPAD is the count rate measured with the 

Si-SPAD detector, Nref is the photon flux rate derived 

from the measurement of the optical flux Φs and the 

photon energy E (with E = 2.53 × 10−19 J for photons 

at a wavelength of 785.6 nm). Φs is obtained as the 

ratio between the measured average photocurrent <If 

> and the reference detector responsivity sref. In the 

experiments, photon fluxes between 0.144 × 106 

photons per second and 1.32 × 106 photons per 

second, which corresponds to an optical power range 

between 36.5 fW and 334 fW, were applied. 

In Figure 1 the detection efficiency of the Si-

SPAD detector is shown as a function of the photon 

rate at the detector. As can be seen, the detection 

efficiency starts to decrease slightly towards higher 

photon fluxes, caused by the detector deadtime. This 

is because the emission rate of the molecule already 

reaches regimes, where the deadtime of the detector 

already influences the measured detection efficiency 

𝜂SPAD, because due to the short emission decay time 

of the DBT molecule of about 4 ns, there are already 

multiple emission events within the detector 

deadtime. 

The standard uncertainty of the detection 

efficiency was also determined. The model equation 

for the calculation is given by: 

 𝜂SPAD = hc/𝜆 ssiFAmpNSPAD/(Vf(1−FLin)) (3) 

where h is the Planck constant, c is the speed of the 

light, 𝜆 is the wavelength, FAmp is the amplification 

factor of the internal amplifier of the reference 

detector, Vf is the photo-voltage measurement of the 

Si-detector measurement, FLin is the linearity factor 

correction of the Si reference detector and NSPAD are 

the Si-SPAD counts including dark counts correction. 

The different contributions for a photon rate of ≈ 7.64 

×10-5 photons per second, which corresponds to an 

optical power of ≈ 193 fW, are as follows: u(h) = 0 %, 

u(𝜆) = 0.01 %, u(c) = 0 %, u(ssi) = 0.40 % %, u(Vf) = 

1.87 %, u(FAmp) = 0.10 %, u(FLin) = 0.03 %, u(NSPAD) 

= 0.02 %, giving a combined standard uncertainty uc 

= 1.92 %. In general, the standard uncertainties are in 

the range between 2 % and 6 %, depending on the 

photon rate. The lower the photon rate, the higher the 

uncertainty, because of the increasing reference 

detector noise. The final value obtained for the Si-

SPAD detection efficiency is 𝜂SPAD = (0.603 ± 0.012). 

 

 

SUMMARY 

The direct calibration of the detection efficiency of a 

Si-SPAD detector with a calibrated analogue Si-

photodiode, traceable to the cryogenic radiometer, 

using a true, nearly monochromatic single-photon 

source was presented. The obtained uncertainties 

were between 2 % and 6 %, mainly caused by the 

standard detector noise. Next steps will be the 

implementation of pulsed excitation in order to avoid 

detector dead time effects on the calibration result. 
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Figure 1. Detection efficiency as a function of the photon 

rate at the detector. The standard uncertainties are also 

shown as error bars. (Adapted from [5]). 
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We present the results of a pilot study on the 

detection efficiency calibration of a free-running 

fibre-coupled InGaAs/InP single-photon 

avalanche detector carried out by four European 

national metrology institutes (NMIs). The 

calibration is performed using different 

experimental setups and reference standards with 

independent traceability chains at the wavelength 

of 1550 nm. The detection efficiency of the single-

photon detector under test was determined for a 

mean photon number from 0.07 to 1.8, which 

correspond to approx. from 16250 photons/s to 

203 000 photons/s, respectively. 

INTRODUCTION 

InGaAs/InP single-photon avalanche detectors 

(SPADs) are today the most frequently used detectors 

in ultra-high sensitivity applications such as quantum 

communication and quantum information processing, 

specifically fibre-based Quantum Key Distribution 

(QKD) [1-2] usually operated at the wavelength of 

1550 nm. The traceable calibration of such detector is 

of great importance to fully guarantee the reliability 

of a quantum detection systems. Therefore, several 

national metrological institutes (NMIs) are currently 

putting great efforts into developing novel 

measurement methods and calibration facilities, 

enabling the performance of traceable calibration of 

such detectors by using reference standards. 

In this paper we present the results of the pilot 

study on the detection efficiency measurements 

carried out by four European metrology institutes: 

CMI, INRIM, NPL and PTB, whose main purpose is 

to provide a snapshot of their measurement 

capabilities in the field of photon counting detection 

at telecom wavelengths. 

 

DEVICE UNDER TEST 

The device under test (DUT) used in this study was a 

fibre-coupled free-running InGaAs/InP single-photon 

avalanche detector from ID Quantique, model: ID-

220, see Figure 1(a). Previous to the calibration, the 

detection probability level and the dead time of the 

DUT were configured to 10 % and 10 s, respectively. 

Furthermore, to achieve high reproducibility of the 

measurements, the DUT was operated with a single-

mode FC/PC fibre patch cable connected to its input 

optical port, where the measurement setups of all 

participating laboratories were connected by means 

of an FC/PC mating sleeve. Thus, the detection 

efficiency measured by all participating laboratories 

is referenced to this optical connection. 

MEASUREMENT PRINCIPLE 

The measurement principle used by all participating 

laboratories for determining the detection efficiency 

of the DUTDUT is based on the substitution method 

Figure 1. (a) InGaAs/InP free-running single-photon 

avalanche detector (ID Quantique ID-220). (b) Simplified 

scheme of the measurement principle (substitution 

method) used for determining the detection efficiency of 

the SPAD detector. 
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(see the simplified setup in Figure 1(b)). This method 

consists in comparing the optical power, 

corresponding to the effective number of photons per 

second, registered by the SPAD detector with the 

incident mean optical power per laser pulse 

determined by using a reference analogue detector. 

That is, 𝜂DUT = 𝑃c 𝛼 ∙ 𝑃0⁄  , where P0 is the optical 

power measured with the variable attenuator set to 0 

dB, α is the attenuation factor of the variable 

attenuator and PC is the average optical power 

corresponding to the effective photon rate measured 

by the DUT. PC is calculated from the photon rate  

absorbed by the DUT, corrected for dead time and 

dark counts, and the energy of the photon hc/, that 

is, 𝑃C = 𝜌 ∙ ℎ ∙ 𝑐 𝜆⁄ . 

The light source used for the detector calibration 

was a short-pulse laser source (ID Quantique, id300) 

externally triggered to produce sub-nanosecond 

pulses of approximately 300 ps duration at a 

repetition rate flase=110 kHz. Thus, the value of the 

photon rate absorbed by the DUT is calculated by 

𝜌 = −𝑓laser ∙ (1 − 𝑞) ,where q is the probability of 

having a “click” per laser pulse during the detection 

process. However, since the dead time D of the DUT 

is larger than =1/flaser; i.e.  < D < 2, a correction to 

obtain the real value of q is required. The model 

developed in this work for q corrects the influence of 

the dark counts and the dead time D of the detector 

during the detection process. That is, 

𝑞 =  
𝜌click

𝑓laser−𝜌𝑐𝑙𝑖𝑐𝑘
+

𝑓laser∙(𝜌𝑐𝑙𝑖𝑐𝑘−𝜌𝑐𝑙𝑖𝑐𝑘
2 𝐷+𝑓laser∙(𝜌𝑐𝑙𝑖𝑐𝑘 𝐷+ 𝜌𝑐𝑙𝑖𝑐𝑘

2 𝐷2−1))

𝐷∙(𝑓laser−𝜌𝑐𝑙𝑖𝑐𝑘)2(𝑓laser−𝜌𝑐𝑙𝑖𝑐𝑘+ 𝜌𝑐𝑙𝑖𝑐𝑘 ∙𝑓laser 𝐷)
∙

𝜌dark ∙ 𝐷       (1) 

where click is the photon rate counted by the DUT and 

dark is the dark counts. In addition, since the detector 

dead time D also affects the detector dark counts, we 

corrected it by 𝜌𝑑𝑎𝑟𝑘 = 𝜌′𝑐𝑙𝑖𝑐𝑘,𝑑𝑎𝑟𝑘/(1 −

𝜌′𝑐𝑙𝑖𝑐𝑘,𝑑𝑎𝑟𝑘 ∙ 𝐷) , where 𝜌′𝑐𝑙𝑖𝑐𝑘,𝑑𝑎𝑟𝑘  is the dark 

counts measured in absence of light. 

RESULTS 

Figure 2 shows the detection efficiency of the DUT 

determined by all participants for a mean photon 

number per pulse between 0.07 and 1.8, which 

corresponds to a photon rate of approx. 16250 

photons/s and 203 000 photons/s, respectively. The 

detection efficiency without dead time corrections, 

obtained from the measurements performed by CMI, 

is also included, which clearly shows the typical 

detection efficiency saturation of the detector. 

Moreover, the average value and the expanded 

uncertainty reported by the participants are shown in 

Table 1. 

Table 1. Average and expanded uncertainty of the 

detection efficiency reported by each participant 

laboratory. 

Laboratory Participant 

detection 

efficiency, p 

Expanded 

uncertainty 

CMI 0.1042 0.0054 (5.2%) 

INRIM 0.1086 0.0050 (4.7%) 

NPL 0.1089 0.0026 (2.4%) 

PTB 0.1076 0.0024 (2.2%) 

CONCLUSIONS 

A pilot study on the measurement of the detection 

efficiency of fibre-coupled free-running InGaAs/InP-

SPAD detectors was presented. The evaluation of the 

detection efficiency included the correction of the 

dead time of the device under test. The measured 

values reported by all participants are within the 

expanded uncertainty of the mean. 
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Figure 2. Detection efficiency of the InGaAs/InP SPAD 

detector measured by all participants between the mean 

photon number per pulse from 0.07 and 1.8, which 

correspond to a photon rate of approx. 16250 photons/s 

and 203 000 photons/s, respectively. Error bars: expanded 

uncertainty (k=2). Solid line: detection efficiency without 

detector dead time correction. 
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Low power can be a concern for traditional 

calibration of frequency-stabilized laser sources 

against a reference using the heterodyne beating 

technique. Here, the relative difference between 

standard and test sources is obtained at few-

photon level from correlated photon counts in a 

Hong-Ou-Mandel interferometer. Uncertainty is 

computed and results are validated against 

traditional heterodyne measurement system. 

INTRODUCTION 

Practical realization of the meter is based on standard 

frequencies recommended by the International 

Committee for Weights and Measures – CIPM [1], 

including stabilized laser sources (for example, a He-

Ne laser referenced to a hyperfine transition 127I2 

molecule). A secondary laser is calibrated against this 

reference standard by heterodyne beating of optical 

frequencies. This well-known technique translates 

optical frequencies into their difference, 𝑓𝑏𝑒𝑎𝑡 , as 

𝐼(𝑡) ∝ √𝐼1𝐼2 cos(2𝜋𝑓𝑏𝑒𝑎𝑡𝑡) , where 𝐼1,2  are optical 

intensities. The resulting signal is measurable in the 

RF range, provided the frequency difference, 

𝑓𝑏𝑒𝑎𝑡 = |𝜈1 − 𝜈2| , is within the bandwidth of the 

detection instrumentation. However, low intensity 

limitation is a practical concern that can jeopardize 

the measurement capability. 

Two-photon interference in a Hong-Ou-Mandel 

(HOM) interferometer is also a well-known 

phenomenon [2]: two photons entering a symmetric 

beam splitter (BS) through different ports tend to 

bunch together at a random output whenever they are 

fundamentally indistinguishable. Thus, scanning the 

relative output temporal modes while monitoring the 

coincidences between single-photon detectors (SPDs) 

results in the HOM dip. Furthermore, frequency 

displacement between photons may result in an 

oscillatory pattern within the dip [3], even for weak 

coherent states, as in the case of faint laser sources.  

This feature is explored in the few-photon heterodyne 

spectroscopy (FPHS) technique [4,5].  

Here, the FPHS technique is used as a tool for 

calibration of the frequency difference between a test 

laser and a reference laser traced to CIPM standard 

radiation. Two frequency-stabilized He-Ne lasers are 

attenuated and their frequency difference is measured 

from the interferogram obtained with photon 

counting. Uncertainty is computed and the method is 

validated against traditional heterodyne system. 

EXPERIMENTAL SETUP 

Experimental setup for the measurement system is 

depicted in Fig. 1. Two independent laser sources 

(633 nm) couple into optical fibers and feed the HOM 

interferometer. Single-mode optical fibers ensure 

spatial modes overlap. The Si avalanche photodiode-

based SPDs operate in free-running Geiger mode and 

are connected to the start and stop ports of the high-

resolution TIC. Time intervals are arranged in a 

histogram of coincidences per time interval, later 

converted into an interferogram over relative 

temporal mode. A delay line at stop channel displaces 

the matched times 3.4 ns from zero. States of 

polarization (SOP) are made parallel using the 

auxiliary setting setup and additional quarter- (QWP) 

and half-wave plates (HWP). Intensities are tuned 

down to few-photon level and matched by tilting the 

lenses (L) used to couple laser into fiber. 

  
Figure 1. Experimental setup.  

Samples of each beam (before attenuation) are 

also superposed in a photodiode and the heterodyne 

beating signal is observed in an ESA for validation. 

RESULTS 

After warm-up of the lasers, time intervals between 

the SPDs are collected during an one-hour period 

(~250k samples) into a histogram (Fig. 2a.1). 

Exponential decay of data (due to Poisson statistics of 

the photon flux [6]) is corrected and the interferogram 

is obtained, as depicted in Fig. 2a. The envelope of 

the interferogram is associated to the mutual 

LP

Q
W
P

LP

H
W
P

LP
Q
W
P

H
W
P

FBS

FBS

HOM interferometer

Heterodyne beating

Optical sources SOP setting

M

d

E
S
A

T
I
C

M

O
S

O
S

Attenuation
at coupling LP OPM

LTEST

APD

L

L

L

L L

L

LREF SPDA

SPDB

146



coherence of the laser sources, whilst the oscilatory 

pattern (zoom in shown in Fig. 2a.2) depends on the 

beat frequency. 

 

Figure 2. Experimental results: (a) interferogram obtained 

from histogram (see inset a.1), with first 100 ns in the detail 

of inset a.2; (b) Power spectrum of the FFT of the 

interferogram and comparison to results with higher power 

levels (inset b.1). 

Fourier transform of the interferogram results in 

the convolution of the spectral lines [5]. Figure 2b 

show the power spectrum obtained with an FFT over 

the interferogram. The oscilatory pattern at ~200 

MHz results in the evident peak at this frequency. 

Result is compared in Fig. 2b.1 to the heterodyne 

beating observed in the ESA through classical 

method. Central frequencies are obtained by 

computing the first moment of the distribution, 

𝑓𝑏𝑒𝑎𝑡 = ∑𝑓(𝑖)𝑃(𝑖)/∑𝑃(𝑖). Evaluation range is taken 

as full-width at 0.1 of maximum. Uncertainty of 

centroid, 𝑢𝑓0 , is computed using 𝑢𝑓(𝑖)  and 𝑢𝑃(𝑖) 

through uncertainty propagation techniques over the 

first moment and combined to the RMS variance of 

distribution (second moment).  

Histogram is computed up to 10 s with bin 

width of 0.1 ns, resulting in sample period 𝑡𝑠 = 0.1 

ns and 𝑁 = 105 points. Single-sample resolution of 

TIC is computed as 𝑢𝑇𝐼𝐶=45.1 ps, including timing 

jitter of the SPDs (characterized using [7]). 

Combining Δ𝑓/(2√3)  and 𝑢𝑇𝐼𝐶/√𝐶  , where C is 

average number of coincident counts, results in 

𝑢𝑡𝑠 =0.041 ns. Frequency step of the FFT is Δ𝑓 =
(𝑡𝑠𝑁)−1 = 0.100  MHz, thus 𝑢𝑓(𝑖) =0.041 MHz. 

𝑢𝑃(𝑖) is taken as square root of the number of events 

in the (amplitude) spectrum.  

ESA was previously verified using a frequency 

synthesizer driven by a calibrated quartz clock traced 

to national standards as input, and frequency offset is 

within instrument resolution bandwidth (10 kHz). 

Spectral span is sampled at 0.100 MHz, thus 

𝑢𝑓(𝑖) =0.041 MHz. 𝑢𝑃(𝑖)  is computed from the 

standard deviation over ~2000 traces.  

Results are shown in Table 1. The difference of 

0.02 MHz, much smaller than uncertainty values, 

indicates agreement between methods. Note that the 

ambiguity in absolute frequency, which also appears 

in the classical case (𝜈𝑇𝑒𝑠𝑡 = 𝜈𝑅𝑒𝑓 ± 𝑓beat), could be 

resolved by a second measuremend using a frequency 

shifter or a second reference laser.  

Table 1. Results for frequency difference using quantum 

and classical methods. All values in [MHz]. 

 𝑓𝑏𝑒𝑎𝑡 𝑢𝑓0 𝜎𝑓 𝑢𝑐
* 

FFT 201.27 0.00067 1.48 1.48 

ESA 201.25 0.00076 0.88 0.88 

CONCLUSIONS 

Relative frequency of a faint stabilized laser sources 

is determined based on photon counting and validated 

through conventional heterodyne beating. The 

method constitutes a practical solution for low power 

frequency metrology. 
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Sources of non-classical light based upon 

semiconductor quantum dots embedded within a 

photonic nanowire are reviewed. Details of the 

epitaxial growth and photonic nanowire design 

are examined in relation to optimising source 

performance metrics such as brightness, emission 

linewidth and single photon purity. Multiplexed 

sources using multiple quantum dots coupled to a 

single photonic nanowire as well as efforts to 

extend the emission wavelength to those suitable 

for telecoms applications are discussed, along with 

possible routes to integration with the silicon 

photonics platform.        

INTRODUCTION 

Sources of non-classical light, single photons or 

entangled photon pairs, are a necessary resource for 

many quantum information, communications and 

imaging applications. On-demand sources with high 

emission rate, high generation and collection 

efficiency and high purity are desirable; traits that 

have been convincingly demonstrated by solid state 

emitters such as semiconductor quantum dots [1,2].    

In the work presented here we discuss the design 

and realisation of InAs-InP semiconductor quantum 

dot sources in which the emitter is placed along the 

axis of a Wurtzite InP nanowire grown by Chemical 

Beam Epitaxy. A scanning electron microscopy 

image of a typical nanowire along with a 

representative emission spectrum is shown in Fig. 1. 

The nanowire core is grown using a vapour-liquid-

solid epitaxy technique, with the nanowire core and 

quantum dot diameter (~20nm) controlled to within a 

few nm by the size of a gold catalyst located within a 

dielectric-defined opening on the substrate surface. 

After growth of the nanowire core and quantum dot 

emitter, growth conditions are altered to promote 

radial growth in contrast to axial growth, producing a 

tapered InP photonic nanowire with a base diameter 

of ~250nm, suitable for efficient coupling of photons 

from the quantum dot into the Gaussian-like HE11 

mode of the nanowire waveguide. The effects of taper 

length and angle on the numerical aperture of the 

nanowire source are shown in Fig. 2. With 

appropriate taper design, efficiencies in excess of 90% 

can be achieved for coupling of the HE11 mode to 

single mode optical fibre [3].  

OPTICAL PROPERTIES 

InAs-InP quantum dot nanowires emitting around 

λ=950nm have demonstrated >85% coupling 

efficiency into the nanowire HE11 mode, with a 

multi-photon emission probability g(2)(0)=0.002 and 

near transform limited line widths of 4μeV. By 

modifying the growth conditions, the emission 

wavelength can be tuned in the range from 

approximately λ=880nm to beyond λ=1500nm, 

suitable for fibre-based transmission, as shown in Fig. 

Figure 1. (a) Scanning electron microscope image of a 

nanowire with the quantum dot shown schematically in 

the wire core. (b) Photoluminescence spectrum of 

quantum dot emission. 

x 

xx 

x* 

(b) (a) 

Figure 2. Effect of taper length and angle on the 

numerical aperture of the source.  
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3. However, as can be seen in the inset of Fig. 3, the 

shift of emission to longer wavelengths is 

accompanied by a considerable drop in emission rate.   

 

 

 

 

 

  

 

 

 

 

 

ROUTES TO PHOTONIC INTEGRATION 

The tapered nature of the InP nanowire described 

above produces an expanding, less confined optical 

mode as photons propagate towards the nanowire tip. 

If the nanowire is brought into the vicinity of a SiN 

waveguide, photons can be transferred from the 

nanowire, into the waveguide and can be made 

available for further processing as part of a photonic 

integrated circuit. Such a coupled nanowire-

waveguide is shown below in Fig. 4. 

A coupling efficiency of 74% for photons 

propagating towards the nanowire tip has been 

demonstrated for structures of this type along with a 

single photon purity (1- g(2)(0)) of 89% [4]. 
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Figure 3. Normalised Photoluminescence spectra 

showing emission tuning with variation in growth 

parameters. Inset shows the drop in measured count 

rates.  

Figure 4. Scanning electron microscope image of an 

InAs-InP quantum dot nanowire placed on top of a SiN 

waveguide for evanescent coupling. 
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The characterization of a core-shell CdSe/CdS 

quantum dot emitter at room temperature will be 

presented. For the characterization, the photon 

flux, the spectral distribution and the single-

photon purity are determined. The central 

wavelength of the quantum dot is 642 nm, the 

bandwidth (FWHM) is about 18 nm. Furthermore, 

the relative detector calibration of two single-

photon detectors (SPADs) will be shown using this 

quantum emitter. 

 

INTRODUCTION 

Single-photon emitters receive more attention in 

several quantum technology fields e.g. in quantum 

key distribution, quantum computing and quantum-

enhanced optical measurements [1]. They are also 

interesting for the radiometry and metrology, because 

of, ideally, the absence of background and multi-

photon emission. Such source has the potential to 

become a standard source in radiometry [2]. 

Moreover, a single-photon source is ideal for 

calibrating single-photon detectors, because of the 

omitted influence of the photon statistics on the 

calibration results [3]. 

For that reason, PTB is focussing on the 

development of different kinds of single-photon 

emitters at different wavelengths. In this contribution, 

the results of the characterization of a core-shell 

CdSe/CdS quantum dot emitter as well as a detector 

calibration using this emitter are presented. Here, 

core-shell quatum dots were used because of their 

brightness and narrow spectral bandwidth (compared 

to the already absolute characterized nitrogen-

vacancy centers in nanodiamond) at room 

temperature [4].  

  

 

EMITTER AND SETUP 

As an emitter, core-shell quantum dots consisting of 

a CdSe core and a CdS shell placed on a standard 

cover glass were used, which were prepared by the 

Friedrich Alexander University (FAU) [4]. 

The sample is placed in a confocal microscope 

setup (see Figure 1) and is excited by a continuous 

wave laser operating at a wavelength of 532 nm. An 

oil immersion objective (NA 1.4) is used for a high 

collection of the emission. In the first case, the 

Figure 1. Measurement setup used for the characterization 

and the relative detector calibration. 
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characterization, the confocal setup is consecutively 

connected to a detector, spectrometer as well as a 

Hanbury-Brown and Twiss interferometer (HBTI). In 

the second case, the detector calibration, two 

detectors are linked to the confocal microscope via a 

50/50 beam splitter.  

All measurements were carried out at room 

temperature. 

 

CHARACTERIZATION 

By scanning the sample, one quantum dot was 

selected for further investigations. The photon flux of 

the core-shell quantum dot was determined to be 

approx. 390 kcounts per second. The second order 

correlation function g(2)(), as an indicator for the 

single-photon purity, was measured with a Hanbury-

Brown and Twiss interferometer (HBTI), at  = 0 its 

value is approx. 0.4, indicating the non-classical 

character of the source, see Fig. 2a.  

The spectral distribution of the quantum dot 

emitter is shown in Figure 2b, the central wavelength 

is at 642 nm, the FWHM is approximately 18 nm 

(Figure 2b). The lifetime of the quantum dot was 

determined to approx. 7ns.  

 

DETECTOR CALIBRATION 

For the relative calibration the single-photon 

emission is divided by a 50/50 beam splitter. Two 

single-photon detectors (SPADs) are connected to the 

beam splitter. The detectors are of the same type 

(COUNT-T100-FC). After measuring the photon flux 

rate at both detectors at the same time, the detectors 

are switched and the photon flux rate is measured 

again. By analysing the measured photon fluxes, the 

ratio of the detection efficiency can be determined [5]. 

Preliminary evaluation gives a detection efficiency 

ratio of: 

 𝑟 = 1.023 ± 0.086 . (1) 

Further details and results will be shown at the 

conference. 
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We present our latest results on the calibration of 

the detection efficiency of free-running and 

external-gated InGaAs/InP single-photon 

avalanche detectors at the wavelength of 1550 nm. 

This includes the characterisation of the gate 

window temporal response and the after-pulse 

probability, which, depending on the detector 

operation mode, significantly affect the detection 

efficiency.  

INTRODUCTION 

InGaAs/InP- single-photon avalanche detectors 

(SPADs) operated in external-gating and free-running 

mode are frequently used in many quantum 

technologies, such as quantum communication, 

quantum key distribution, etc. The precise 

characterization of relevant parameters such as, 

among others, detection efficiency, dead time, after-

pulse probability, temporal photon detection 

probability profile and dark count probability, is 

mandatory for their use in quantum-sensitive 

detection systems. Therefore, several National 

Metrology Institutes (NMIs), such as PTB, and 

standardisation organisations such as the European 

Telecommunications Standards Institute (ETSI) are 

currently undertaking large efforts in developing and 

standardizing measurement methods and procedures, 

which will allow the traceable characterisation of all 

relevant parameters. From radiometric point of view, 

the detection efficiency is the parameter that can be 

determined with traceability to the primary standard 

for optical power, the cryogenic radiometer. 

MEASUREMENT METHOD AND SETUP 

The detection efficiency  of an InGaAs/InP SPAD 

detector is obtained by determining the probability Pi 

to detect a photon at each illuminated gate as a 

function of the mean number of photons per laser 

pulse, <>. That is, 

 𝜂 =
𝑃𝑖−𝑃𝑑

<𝜇>
⋅

1

1+𝑃𝑎𝑓𝑡𝑒𝑟
  (1) 

where Pd is the dark count probability and Pafter is the 

after-pulse probability. The mean number of photons 

per laser pulse <> is given by, 

 < 𝜇 >=
𝑃

𝑓 ⋅(ℎ⋅𝑐/𝜆)
⋅ 𝐴  (2) 

where P is the optical power of the laser, f is the 

repetition rate of the laser pulses, hc/ is the photon 

energy and A is the attenuation factor required to 

attenuate the laser source down to single-photon 

levels (fW). 

The setup used for the calibration of the detection 

efficiency of the free-running and gated fiber-coupled 

InGaAs/InP SPAD detectors is shown in Figure 1. In 

this setup, a strongly attenuated short-pulsed laser 

with a pulse duration of approx. 300 ps operating at a 

wavelength of 1550 nm, triggered with a frequency 

of fTrigger = 90 kHz, is used as a radiation source. The 

optical power of the laser is attenuated down to 

single-photon levels (fW) by two attenuators, which 

attenuation factors A1 and A2 are previously calibrated 

at a higher optical power by using the double 

attenuator technique [1]. Thus, the attenuation factor 

A is calculated by A1A2. A low noise InGaAs 

photodiode (Hamamatsu G8605-23) cooled to -20 °C 

and traceable to the PTB´s primary standard for 

optical power (cryogenic radiometer) is used as 

reference standard for the measurement of the optical 

power. The photocurrent generated by the InGaAs 

photodiode is directly measured with a Femto/Pico-

ammeter (Keysight B2981A, see Figure 1(b)). When 

a SPAD operated in external gating mode is calibrated, 

a delay generator is used to precisely synchronise the 

photon detection time within the gate.  

 

Figure 1. (a) Setup for determining the detection efficiency 

of fibre optic coupled InGaA/InP SPAD detector. (b) 

InGaAs reference photodiode (Hamamatsu G8605-23) and 

Femto/Pico-ammeter (Keysight B2981A) used as 

photocurrent meter. 
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Figure 2. (a) Normalized gate window temporal response 

of the gated InGaAs/InP SPAD (ID201) for different 

detection efficiency configurations. (b) Histogram of the 

probability counts obtained for determining the after-pulse 

probability of the free-running InGaAs/InP SPAD (ID220). 

(c) Detection efficiency of the gated and the free-running 

InGaAs/InP SPAD detector (ID201 and ID220, 

respectively) as a function of the count rate. Solid points: 

measurement results, error bars: standard uncertainty, solid 

line (red): fitted model. 

The after-pulse probability of the SPADs is 

determined as described in [2]. This method consists 

in determining the time-correlation between two 

consecutive output pulses generated by the SPAD 

detector in absence of light. The after-pulse 

probability is quantified by fitting a model function 

C(t) und P(t) to the registered time-correlation events 

for a timing period range with and without after-

pulses events, respectively. Both fitting model 

functions 𝐶(𝑡) and 𝑃(𝑡) have the form 𝑥0 ⋅ 𝑒−𝑅∙𝑡 , 

where x0 and R are the photon detection probability 

per unit time slot and the average photon counting 

rate, respectively. Finally, the after-pulse probability 

is calculated by 𝑃after−pulse = ∫[𝐶(𝑡) − 𝑃(𝑡)] 𝑑𝑡. 

RESULTS 

The measurement of the gate window temporal 

response of the external-gating SPAD detector 

(ID201), set to a nominal detection efficiency of 10 % 

and 20 %, respectively, is shown in Figure 2(a). As 

can be observed, the detector count rate strongly 

depends on the photon detection within the gate 

window. The count rate changes, relative to the 

maximum value measured, up to approx. 60 % and 

10 %, for a detector efficiency setting of 10 % and 

20 %, respectively. 

Figure 2(b) shows the histogram of the probability 

counts and the corresponding fitted functions for the 

free-running SPAD detector (ID220). The after-pulse 

probability obtained, for a setting detector dead time 

of 10 us, is to be 7.43 %, which results in a correction 

factor 
1

1+𝑃𝑎𝑓𝑡𝑒𝑟
= 0.931 in equation (1). 

The detection efficiency measurements of the gated 

and free-running InGaAs/InP SPAD detector (ID201 

and ID220, respectively) as a function of the count 

rate is shown in Figure 2(c). The detection efficiency 

of the gated SPAD detector was determined by gating 

it at approx. 43 ns within the gate window shown in 

Figure 2(a). The dead time and efficiency of both 

detectors were configured to 10 s and 10 %, 

respectively. As can be observed, the detection 

efficiency decreases once the saturation of the 

detectors is reached, as described in [2]. The relative 

standard uncertainty achieved is less than 1.2 %. The 

maximal deviation of the detection efficiency of the 

gated SPAD obtained within its gate window, and 

relative to an efficiency of 10 %, is to be 7.97 %. 

In summary, the calibration of the detection 

efficiency of an external gating and a free-running 

InGaAs/InP SPAD detector was presented. The after-

pulsing probability correction obtained for the free-

running SPAD was approx. 7.0 % @10 s dead time. 

For the external gating SPAD, a variation of the 

detection efficiency of up to approx. 8.0 % was 

obtained within its gate window. 
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In this presentation, the EURAMET joint 

research project “Single-photon sources as new 

quantum standards” (SIQUST) [1], funded within 

the European Union Horizon 2020 research and 

innovation programme, will be presented. 

INTRODUCTION 

The aim of this project is to develop new absolute 

standard radiation sources, which exploit the discrete 

and quantum nature of photons, and the necessary 

metrological infrastructure. These sources will be 

based on single-photon emitters with a calculable 

photon emission rate and high purity, i.e. with a very 

low multiple photon emission probability. Such 

sources hold promise as new quantum standards 

which will have a large number of applications, e.g. 

for use in the calibration of single-photon detectors, 

for the realisation of the SI base unit candela, for 

quantum random number generation, for quantum 

key distribution, for subshot noise metrology, for 

quantum enhanced metrology, and for photon-based 

quantum computation. 

OBJECTIVES AND RESULTS 

This project focuses on the development of single-

photon sources as new quantum standards. Results 

obtained within the first half of the project are: 

Type-IIa diamond bulk crystals have been 

implanted with several different ions. Samples 

implanted with Sn and Pb demonstrated single-

photon emission at room temperature under 520 nm 

and 532 nm laser excitation. The SnV centre 

exhibited g(2)(0) values down to 0.29 ± 0.02 with a 

saturation photon rate of approx. 1.4 x 106 photons/s. 

Samples treated differently after the ion-implantation 

process exhibit enhanced single-photon purities, with 

g(2)(0) value down to 0.05. Single-photon sources 

based on InGaAs QDs in micro-structured GaAs were 

fabricated and for the first time used for a relative 

calibration of two Silicon single-photon avalanche 

diode detectors. The photon rate measured for a 

specific QD was around 3  105 photons/s with a 

g(2)(0)-value of 0.23 at a wavelength of (922.37 ± 0.02) 

nm. The measurement uncertainty for this relative 

calibration is about 0.7 %. Several single-photon 

emitters based on a single molecule (dibenzoterrylene 

in anthracene, DBT:Ac) were designed and fabricated. 

In order to efficiently collect the emission, a planar 

antenna design which is simple and cheap to fabricate, 

and which provides hundreds of source candidates 

per fabrication run, was developed. A bright single-

photon emitters based on a single molecule 

(dibenzoterrylene in anthracene, DBT:Ac) was 

metrologically characterized, the parameters are, 

simultaneously: photon flux up to 1.4  106 photons/s 

at the wavelength of (785.6 ± 0.1) nm with a g(2)(0)-

value < 0.1 and a spectral bandwidth (FWHM) < 2 

nm. The photon flux was measured with a traceable 

low-noise analogue reference Si detector. This source 

was used to directly calibrate a Silicon single photon 

avalanche diode detector against a Silicon photodiode, 

which is in turn traceable to the cryogenic radiometer. 
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The impact of different excitation schemes on 

the quantum optical properties of single-photon 

sources is investigated for InGaAs QDs (emitting 

around 930 nm) in GaAs matrix. A strong linewidth 

decrease is observed from above-band (  11 GHz) 

via phonon-assisted (  7.1 GHz) to direct resonant 

excitation (  3.1 GHz). Furthermore, two-photon 

excitation was applied and high purity (g(2)(0) = 0.072 

± 0.104) and highly indistinguishable (V = 0.894 ± 

0.109) single photons were observed. 

Indistinguishability of photons emitted by a 

single molecule has been demonstrated. Setup 

upgrades to enhance emission purity and spectral 

filtering, as well to refine indistinguishability 

measurement are in progress. 

The setup for ODMR measurements was 

upgraded resulting in an increase of magnetic field 

sensitivity of ODMR-based magnetometry protocols 

ultimately for applications of sensing in biological 

systems. Specifically, an optimized diamond sample 

with a very narrow layer of NV centres is used and 

the possibility to drive simultaneously all three 

hyperfine peaks corresponding to one spin orientation 

was implemented. A new state-of-the-art 

experimental setup for the implementation of single-

photon confocal photoluminescence and ODMR 

measurements down to 4 K temperature was 

established. 

The new paradigm dubbed the genetic quantum 

measurement, specifically the possibility to exploit 

this new approach with quantum dots and colour 

centres in diamond, has been investigated with 

respect to understand if there is some peculiar 

observable of these quantum systems that can take 

advantage of this novel technique. 

A cooled Predictable Quantum Efficient 

Detector (PQED) in a liquid nitrogen operated 

cryostat for use in performing SI traceable 

measurements of low power sources was constructed 

and characterised. The device uses electronics 

developed within the project and is capable to detect 

1 000 000 photons/s with an uncertainty of < 1 % in 

the wavelength range between 650 nm and 750 nm.  

A portable single-photon source was designed 

and constructed and currently undergoes compaction 

to reduce the size to approx. only 40 cm x 27.5 cm x 

20 cm. This source delivered with a molecule emitter 

(terrylene in p-terphenyl) approx. 2 x 106 photons/s at 

room temperature. The g(2)(0) value was approx. 0.2 

and the emission covered the spectral region between 

550 nm and 700 nm with emission peaks at approx. 

580 nm, 630 nm and 680 nm. 

First results were achieved using techniques for 

measuring the g(2)(0) value. A pilot study on the 

characterisation with respect to the g(2)(t = 0) value of 

a pulsed-pumped single-photon source, based on a 

NV centre in nanodiamond, was performed by 

INRIM, NPL and PTB. The main result of this study 

was the development of a standardised measurement 

technique as well as an uncertainty estimation 

procedure. The validity of the technique (system-

independent and unaffected by the non-ideality of the 

apparatus) was demonstrated by the results which 

yielded estimated values of g(2)(0) that were 

compatible within the uncertainty (k = 2) for all of the 

participants. This study will greatly benefit the single-

photon metrology community, as well as rapidly 

growing quantum-technology-related industries.  

At the conference, an overview about the project 

itself as well as on the results obtained until then will 

be given. 
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In this paper, we report on the characteristics of a 

lab-assembled UV single photon avalanche 

photodiode (SPAD) based on a thermoelectrically 

cooled silicon carbide (4H-SiC) avalanche 

photodiode (APD). A SiC avalanche photodiode 

(APD) fabricated with bevelled mesa structure 

was integrated into a lab-assembled SiC SPAD 

working in a passive Geiger-mode. A 4-stage 

thermoelectric cooler (TEC) was used for 

adjusting the APD temperature.  Changing bias 

voltage and comparator level, we evaluated after-

pulse characteristics and dark count rates at 

different APD temperatures. 

 

MOTIVATION 

The development of sensitive detectors for UV light 

has attracted great attention in solar-blind 

applications such as flame detection, aerosol 

measurement and missile tracking [1]. In particular, 

avalanche photodiodes (APDs) based on a silicon 

carbide (SiC) are known as suitable candidates for 

sensitive UV detectors because they have excellent 

spectral responsibility only in the UV region [2]. 

Further work is underway to develop SiC-based 

single photon avalanche photodiodes (SPADs) that 

are sensitive enough to measure UV photons in an 

extremely low light level [3]. Therefore, in order to 

guarantee the successful studies on the development 

of such SPADs, the characteristics of single photon 

detectors such as dark count rate, afterpulsing 

probability and detection efficiency must be 

evaluated in the UV region [4].  

In this paper, we report on the performance 

evaluation of lab-assembled SiC-SPAD working in 

passive Geiger-mode. 4H SiC-APDs are 

demonstrated through eUPBAS (enhanced 

Ultraviolet Photodiode for Biological Aerosol 

Sensors) program lead by ADD, CCDC-CBC and 

CCDC-ARL. The APD fabricated with bevelled mesa 

structure was integrated into the SPAD and the 

passive quenching circuit enables the Geiger-mode 

operation of the APD. We measured photon counting 

rates as a function of incident UV LED power. Dark 

count rate (DCR) and afterpulsing probability are also 

measured at different APD temperatures.  

EXPERIMENTAL SETUP 

Figure 1 shows an experimental setup to evaluate 

DCR and afterpulsing probability of our SPAD 

module. We used two source meters to apply stable 

voltage to the APD and comparator level, respectively. 

The SiC-APD was attached on a TEC element to 

control its temperature. The metal housing and 

cooling fan were used as a heat sink which consumes 

heat from the TEC element. To test the response of 

the SPAD on input photons, we used a deep UV LED 

of 285 nm. This system to measure dark count rates 

and afterpulsing probability consists of a level 

translator (Phillips Scientific, 726), a time-to-

Figure 1. Experimental schematics for the performance 

evaluation of the SiC-based SPAD. 
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amplitude converter (Ortec, 567) and a multi-channel 

analyser (Ortec, 928). 

 

EXPERIMENTAL RESULTS 

As shown in Fig. 2, measurement of DCRs at six 

different APD temperatures were performed in steps 

of excess bias voltage applied to the SPAD; the filled 

squares, circles, and triangles represent the DCRs 

measured at 25 °C, 15 °C and 5 °C, respectively, 

while the hollowed squares, circles, and triangles 

represent DCRs at –10 °C, –20 °C and –30 °C, 

respectively. Inset figure shows the DCRs at different 

excess bias voltages of 2.0 V, 2.2V and 2.4 V. From 

the results we observed that DCRs are reduced with 

decreasing the APD temperature. The reason for this 

reduction is resulted from decrease of the thermally 

generated carriers in the APD junction. 

Finally, we measured afterpulse characteristics 

at APD temperatures as shown in Fig. 3.When the 

APD temperature reached 0 °C we observed 

appearance of afterpulse events. At the APD 

temperature of -30 °C, we clearly confirmed the 

afterpulse characteristics. With a simple equation in 

Ref. [4], we can assume that the afterpulsing 

probability was less than 0.01% at the APD 

temperature of -30 °C. 

 

CONCLUSION 

In this paper, we introduce lab-assembled SPAD 

based on temperature-controlled SiC-APD. The dark 

count rates were measured as a function of APD 

temperature. By using the time-correlated photon 

counting method, we evaluated afterpulsing 

probability of our lab-assembled SiC-SPAD.  
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Figure 3. Afterpulse characteristics of the SiC-SPAD as a 

function of APD temperature. Coincidence count and 

photon count rates were recorded by a start-stop correlator 

and photon counting module, respectively. 

Figure 2. Dark count rates at various temperatures as a 

function of bias voltage. 
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We report on the characterization of the angular-

dependent emission of two different single-photon 

emitters based on nitrogen-vacancy centers in 

nanodiamond and core-shell CdSe/CdS quantum 

dot nanoparticles. 

The emitters were characterized in a confocal 

microscope setup by spectroscopy and Hanbury-

Brown and Twiss interferometry. The angular-

dependent emission is measured using back focal 

plane imaging technique. A theoretical model of 

the angular emission patterns of the 2D dipoles of 

the emitters is developed to determine their 

orientation. Experiment and model agree well 

with each other. 

EXPERIMENTAL SETUP 

Both emitters were characterized in a similar confocal 

microscope setup using a laser operating at a 

wavelength of 532nm for excitation and an oil-

immersion objective with a numerical aperture (NA) 

of 1.4 for the quantum dots (QD) and 1.45 for the 

nitrogen-vacancy (NV-) centers. Spectral filters were 

used to cut off wavelengths below 550 nm and above 

750 nm and a fiber with core diameter of 9 μm was 

used as a pinhole. Two single avalanche photodiodes 

were used in the Hanbury-Brown and Twiss 

interferometer and for the sample scanning. Back 

focal plane imaging was carried out using a sCMOS 

camera. 

The nitrogen-vacancy center nanodiamonds 

have a size of about 75 nm and the core-shell 

CdSe/CdS quantum dot nanoparticles are of about 15 

nm in diameter. 

MODEL OF THE ANGULAR EMISSION 

Lukosz [1] developed a model for the angular-

dependent emission patterns of a dipole at a dielectric 

interface. Nitrogen-vacancy centers consist of two 

perpendicular dipoles in plane perpendicular to the 

symmetry axis of the NV-center [2]. The quantum dot 

emission is also originated from 2D dipoles [3]. The 

orientation of the emitters refers to the orientation 

angles θ and φ of the normal vector of the dipole 

emission plane, because the orientation of the two 

dipoles is unambiguously described. The angular-

dependent emission patterns were calculated as the 

sum of the patterns of the two dipoles. 

EXPERIMENTAL RESULTS 

After sample scanning, one emitter on each 

sample has been chosen for further characterization. 

While the nitrogen-vacancy center emits a broad 

spectrum between about 600 nm and 750 nm, the QD 

emission is relatively narrow at about 640 nm 

(FWHM=18 nm) as shown in Figure 1. The Hanbury-

Brown and Twiss measurement prove non-classical 

emission for both emitters with g(2)(0) values of 0.09 

for the NV-center and 0.31 for the QD, respectively, 

as can be seen in Figure 2. 

Background corrected back focal plane images 

were taken by first collecting the emission for about 

60 seconds and then imaging the background light 

near the emitter for the same time. In the insets of 

Figure 3 and 4 back focal plane images of the emitters 

are shown. 

Figure 1. Spectra of the quantum dot and nitrogen-

vacancy center emission. 
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For better comparison angular-dependent 

emission patterns were calculated from the back focal 

plane images along a line that is shown in their 

respective back focal plane image. In Figure 3 and 4 

the angular-dependent emission patterns are shown 

together with calculated data from the model. The 

angle α is the angle against the optical axis. The NV-

center emission is in good agreement with the model. 

The difference at the peaks may be caused by 

blurriness in the picture. The QD emission is 

accurately reproduced by the model of the 2D dipoles. 

The orientation angles of the nitrogen-vacancy center 

are θ = 60° and φ = 334°, while for the quantum dot 

they are θ = 30° and φ = 35°. 

CONCLUSION 

Back focal plane imaging has been successfully 

shown on nitrogen-vacancy centers in nanodiamond 

and core-shell CdSe/CdS quantum dots. Model and 

experiment agree well for both emitters. The 

orientation of the 2D emission dipoles of the quantum 

dot and the orientation of the symmetry axis of the 

nitrogen-vacancy center were calculated. Further 

details will be presented at the conference. 
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Figure 2. Intensity correlation function g(2)(τ) for      

a) quantum dot and b) nitrogen-vacancy center. 

Figure 3. Comparison of model and experimental data   

of the angular-dependent emission of the quantum dot. 

Inset: back focal plane image of the QD. 

Figure 4. Comparison of model and experimental data  

of the angular-dependent emission of the nitrogen-

vacancy center. Inset: back focal plane image of the 

nitrogen-vacancy center. 
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The paper presents a study of the internal 

quantum deficiency of the predictable quantum 

photodetector (PQED) using 3D device simulation. 

It is shown that surface recombination velocity 

and fixed oxide charge density are the key 

parameters that have to be optimised in an effort 

to develop improved PQED photodiodes. 

INTRODUCTION 

The PQED is accepted as a new primary standard for 

radiant power measurement due to its low loss and 

predictable response [1]. This detector is constructed 

from two self-induced p-n junction photodiodes. The 

p-n junction is formed by the fixed charge between a 

dielectric surface layer and a silicon substrate. By 

optimising materials and fabrication processes to 

minimize surface recombination and to maximize 

fixed charge density, it is suggested that PQED 

photodiode with internal quantum deficiency (IQD) 

below ppm can be constructed [2]. Work is ongoing 

to develop improved induced junction photodiodes in 

the common European 18SIB10 chipS∙CALe project 

[3], where expected response from simulations are an 

essential input to achieve the goal. 

            

RESULTS AND DISCUSSION 

The photodiode response is studied by using 3D 

simulation model developed in Genius Device 

Simulator from Cogenda [4]. The simulation 

structure is shown in Fig. 1. In order to save time and 

memory, only 1/8 of the real device is simulated and 

the symmetry boundary conditions are applied to 

obtain the response to the whole photodiode structure. 

The simulation structure consists of a low doped p-

type silicon substrate with an oxide passivation layer 

on the surface which induces a fixed surface charge 

density Qf  at the silicon-oxide interface. The silicon 

substrate thickness is 500 µm. The electrodes are 

defined as p+ doping and n+ doping areas that have the 

width of 100 µm and separation distance of      

300 µm. The rear side is also implemented with a p+ 

doping that has the same doping concentration as the 

front side contact doping. The fixed simulation 

parameters used here are shown in the Table 1.  

 

Table 1. Simulation parameters. 

Parameters Value 

Simulation structure 6mm×6 mm 

Illumination area  1.5mm×1.5mm 

Substrate doping concentration 1.5×1012cm-3 

Shockley-Read-Hall bulk 

lifetime 
2.9×10-3s 

Temperature 300K 

IQD caused by charge carrier recombination is 

calculated by the following equation: 

  𝐼𝑄𝐷 = 𝑅𝑒𝑐/𝐺𝑜𝑝𝑡 (1) 

where Gopt is the total rate of optically generation and 

Rec the total recombination rate of e-h pairs . Both Gopt 

and Rec can be extracted from simulation. We choose 

to decompose the total recombination in surface 

recombination and bulk recombination.  

 

Figure 1. Simulation structure of a PQED photodiode. 

Figure 2. IQD response of photodiode with reversed bias. 
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A plot of typical IQD response of PQED 

photodiode with illumination at 450 nm with reversed 

bias is shown in Fig. 2. The simulation is done using 

Qf of 6×1011 cm-2, surface recombination velocity 

(SRV) of 1.2×104 cm/s and absorbed optical power of 

1×10-4 W. By applying reversed bias up to -10V, the 

total IQD is reduced from 6.2×10-2 to 1.7×10-4 with 

the largest reduction from 0 V to -0.5 V bias.  

Fig. 3 shows the spectrally dependent IQD with 

two different values of SRV with -10V reversed bias 

at room temperature. The simulations are performed 

with Qf equals 6.5×1011cm-2 and SRV is varied from 

1.2×103cm/s to 1.2×104cm/s. It is seen that IQD 

changes one order of magnitude when the SRV is 

varied with one order of magnitude. Additionally, the 

decomposed IQD caused by SRV and bulk 

recombination at SRV 1.2×103 cm/s are shown in the 

plot. With the parameter values of the SRV and bulk 

lifetime used here it is evident that the SRV limits the 

IQD over the whole visible spectral range.  

The dependence of total IQD loss with 0 V 

reverse bias as a function of absorbed optical power 

with different Qf  is shown in Fig. 4. Fixed SRV 

value of 1.2×104 cm/s and illumination wavelength of 

450 nm are used as input parameters for the 

simulations. The same trend is observed on all curves. 

IQD does not change much at low power level. At 

higher absorbed optical power, IQD shows a sharp 

increase and becomes saturated. At low absorbed 

optical power, there is not much loss that comes from 

bulk recombination. As absorbed optical power 

increases, bulk recombination begins to contribute 

more to the total IQD until it reaches its saturated 

value at very high optical power. Qf also has a field 

effect passivation influence of the surface, but this 

effect saturates with charge density 2×1012 cm-2. 

Above this value we see little influence of increasing 

the fixed charge from a passivation point of view, but 

a slight increase in linearity is still observed (not 

shown).          

CONCLUSIONS 

The PQED spectrally dependent IQD is limited by the 

SRV whereas the fixed oxide charge Qf  limits the 

linearity of the photodiode. High Qf improves the 

performance of the photodiodes with lower IQD and 

better linearity. The photodiodes should be operated 

with sufficient bias for low IQD. However, IQD 

below 0.1% losses can be achieved with unbiased 

diodes at low power levels.  
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Figure 4. IQD as a function of absorbed optical power 

with different Qf. 

Figure 3. IQD as a function of wavelength of photodiode 

at two values of SRV. 
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Efforts are underway at the National Institute of 

Standards and Technology to drastically reduce 

the uncertainty of laser power measurements 

using radiation pressure. The High Amplification 

Laser-pressure Optic (HALO) system is a 

cornerstone of this effort as it enables 

amplification of the laser pressure on a high-

quality mirror attached to a precision force sensor. 

We discuss the HALO architecture here. 

MOTIVATION 

Laser power measurements based on radiation 

pressure (RP) use the force of light as it reflects from 

a mirror to characterize the optical power. Here, we 

work to reduce measurement uncertainty by 

amplifying the force of the laser light. If the same 

light reflects multiple times from the sensing mirror 

of an RP detector, a passive gain can be realized [1,2]. 

For decades, the cryogenic radiometer standard has 

yielded relative measurement uncertainties of 10-4 at 

the milliwatt level. Meanwhile, power measurements 

above 100 W have relative uncertainties near 10-2 for 

both calorimetric-based and RP-based measurements. 

By amplifying the force of RP with a multi-reflection 

optical system, we expect laser power measurement 

uncertainties to approach 10-4 for kilowatt level 

incident powers. 

For a RP measurement where the light reflects 

𝑁 times off the sensing mirror having reflectance 𝑅 

given a round-trip scattering and absorption loss 𝐿 

the signal to noise ratio (𝑆𝑁𝑅) goes as 

 𝑆𝑁𝑅  ∑ ((1 − 𝐿)𝑅)
𝑗−1𝑁

𝑗=1 , (1) 

which approaches 𝑁  as (1 − 𝐿)𝑅 → 1 . Absorption 

in the sensing mirror can heat the force sensor and 

produce a measurement error 𝑁𝜂𝑇Δ𝑇1 where 𝜂𝑇 is 

the temperature-dependent error coefficient and Δ𝑇1 

is the change in temperature of the force sensor for a 

single reflection. Thus, for low-loss, high-reflectivity 

optics, we approximate the fractional measurement 

error as 

 𝜀 ≈ (𝜂1/𝑁 + 𝜂𝑇Δ𝑇1)/𝐹1, (2) 

where 𝜂1 represents the averaged noise and 𝐹1 the 

measured force, both for a single reflection. We see 

that amplifying the force of a single reflection with 

𝑁  reflections, we effectively reduce the fractional 

contribution of the fixed noise by 𝑁 , but have no 

effect on the thermal contribution. 

Here we describe a system designed for 𝑁 ≤ 15 

bounces and accommodating the 40 mm diameter 

beam from a 10 kW infrared laser. Current efforts 

emphasize the design and system tolerances, while 

forthcoming efforts will develop an alignment 

procedure and mirror reflectance and scatter 

measurements to meet preliminary tolerances. These 

are steps toward our goal of achieving relative 

measurement uncertainties approaching those 

currently found only in cryogenic radiometers. 

Moreover, our multi-reflection system can be used to 

amplify lower power lasers, enabling us to reduce the 

measurement uncertainty of any RP measurements. 

HALO DESIGN 

The NIST High Amplification Laser-pressure Optic 

(HALO) system is depicted in Fig. 1 with a green 

HeNe laser (5 mW) illuminating the beam path, 

reflecting off the sensing mirror 14 times, and leaving 

the system to the upper right. 

 

 

 

 

 

 

 

 

 

 

Figure 1. HALO system photograph. A green HeNe 

illuminates the laser path through 14-bounces and out the 

system to a beam dump (not shown) at the upper right. 

HALO is a pentadecagonal structure with an 

entrance port and up to 14 upper mirror modules 

(“ring mirrors”, see Fig. 2) that direct the input laser 

beam to a lower sensing mirror. Importantly, the laser 

incidence angle on the sensing mirror is always 45°. 

This both protects the mirror from thermal flexing as 

the reflectance need only be optimized for a single 

« Sensing Mirror 
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angle and simplifies propagation of uncertainties. The 

total structure fills a volume of about 1 m3. Like 

toroidal multipass cells used for laser spectroscopy 

[3], the laser beam traces out a star polygon (Fig. 2). 

However, here the ring mirrors are pitched downward 

to the sensing mirror placed at the center of the star 

pattern. When all 14 ring mirrors are in place, the total 

beam path in the system is 10.124 m. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Upper ring mirror modules and star polygon 

laser path when all 14 mirrors (76.2 mm diameter) are in 

place. Laser enters through the empty port and exits 

through the same port, rotated by 8.5°. Alternatively, the 

laser may exit through any other port when the 

respective mirror module is removed. (labels in meters) 

The spot pattern of the laser on the 150 mm 

diameter sensing mirror forms two open crescent 

shapes as the laser beam rotates and expands through 

the system (Fig. 3). Given the short (90 µm) 

coherence length of our laser and the large incidence 

angles and long path length differences between 

adjacent spots in this system, interference is not a 

concern. 

 

 

 

 

Figure 3. Green HeNe laser spot pattern is visible on the 

surface of a gold coated fused silica 150 mm diameter 

wafer. First four bounces of 14 total are labeled. 

TIGHT TOLERANCES AND OUTLOOK 

In order to reach 10-4 uncertainty, near perfect laser 

alignment and highly-accurate optical 

characterization of each mirror (reflectance, scatter, 

absorptance) will be required. As such, our first goal 

is to reach a relative measurement uncertainty of 10-3 

at 10 kW.  

We simulated laser propagation through the 

HALO system and modulated geometric and optical 

parameters to obtain system tolerances. The results of 

the ray-tracer and Monte Carlo algorithm are listed in 

Table 1 (totals exclude the force sensor [4]). 

Table 1. Alignment and optical measurement tolerances 

needed to reach two relative uncertainty goals. 

Rel. Unc. Goal 10-3 10-4 

Sensing Mirror Angle 60 µrad 30 µrad 

Ring Mirror Angle 300 µrad 30 µrad 

All Mirrors 3D Position 2 mm 2 mm 

Reflectance/Scatter 20x10-6 1x10-6 

Total Optical Rel. Unc 0.7x10-3 0.75x10-4 

 

In addition to tight system tolerances, if the 

sensing mirror is bowed, the laser will accumulate 

astigmatism, as is the case in Fig. 3 where the spots 

grow in ellipticity as the number of bounces increases. 

The HALO structure must also be rigid and isolated 

from vibrations to maintain these tolerances. To reach 

the 10-4 uncertainty goal, simply knowing total 

scattered power is not enough. The full bidirectional 

scatter distribution function must be accounted for in 

the momentum calculations else the calculated laser 

power from the measured force will be in error by an 

order of 10-4. 

The NIST HALO system has been built and its 

alignment demonstrated with a low-power, small 

diameter laser. We now set our attention to alignment 

with high reflectivity IR mirrors and measurement of 

a 500 W laser. This incremental advancement is 

necessary as we progress toward a RP laser power 

measurement system that will yield measurement 

uncertainties of 10-4 at 10 kW. 

 

This publication is a contribution of the U.S. government and is 

not subject to copyright. 
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We have built an electrostatic balance that can 

insitu measure laser power traceable to the SI in 

the range of 10 W to 100 kW. The photon pressure 

force on a mirror attached to the balance is 

compensated by an electrostatic force transducer. 

The balance is capable of measuring the force 

equivalent to photon pressure from a 100 kW laser 

with a relative uncertainty of approximately 10-4. 

INTRODUCTION 

In normal incident reflection, a laser beam with 

optical power P will exert a force of 2P/c on the 

mirror with c denoting the speed of light. 

Measurement of this force has become a tool for 

measurement of laser power [1,2]. A laser beam with 

100 kW optical power produces a force of 667 µN, so 

to achieve a relative uncertainty of 10-4, the force 

needs to be measured with an absolute uncertainty of 

67 nN. In this abstract we focus on the mechanics and 

electrostatics of the system. The optical layout is 

designed by our colleagues at the NIST Boulder 

laboratories [3]. 

A photograph taken from the top of the balancing 

mechanism is shown in Fig. 1. A four-bar linkage 

provides nearly parallel movement of the mounting 

platforms on the left and the right side of the balance 

along the x-axis (indicated by the red arrow in the 

photograph). The light reflects off a mirror mounted 

on the short arm on the left of the balance mechanism. 

On the same arm, the inner electrode of a concentric 

cylinder capacitor is affixed. The balance and outer 

electrode are mounted to an optical table and a 

commercial fiber interferometer is used to measure 

the position of the inner electrode. During force 

measurements, the balance position is held at a 

nominal zero position by a digital feedback controller 

that changes the output of a high voltage amplifier 

connected to the inner cylinder. The force generated 

by the electrostatic attraction is given by 

 𝐹 =
1

2

𝑑𝐶

𝑑𝑥
𝑉2, (1) 

where V is the difference in potential between the 

cylinders forming the capacitor. The capacitance 

gradient (dC/dx) is calculated from measurements of 

the capacitance as a function of position C(x). A 

second order polynomial 𝑓(𝑥) , shown in Fig.2, is 

fitted to the data. The derivative of the polynomial 

with respect to x gives the capacitance gradient with 

an average value of -1.12 nF/m.  

 

For the capacitance measurements, the balance 

position must be controlled to a specified target 

without using the electrostatic force transducer. 

Therefore, a second actuator consisting of a weak 

permanent magnet attached to the right mounting 

platform inside a stationary coil was built. The 

balance is controlled by supplying current to the coil 

using the same digital feedback control mentioned 

above. The dynamic range of the position control is 

Figure 2. The measured capacitance as a function of 

position of the inner electrode. The lower graph 

shows the absolute differences of the measured 

values from a second order polynomial. 

Figure 1. Photo of the electrostatic balance from the 

top. 
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1.2 mm. The capacitance 𝐶  was measured using a 

commercial LCR meter. 

SENSITIVITY 

The magnetic actuator gives us the opportunity to 

check the sensitivity of the electrostatic feedback 

without relying on optical power. An electrical 

current in a square waveform was supplied to the coil 

producing a force of about ± 80 nN. The feedback 

system maintained the balance null position by 

changing the voltage on the electrostatic actuator. The 

voltage on the capacitor cylinders is measured with a 

commercial voltmeter, and from it’s reading and the 

previously measured capacitance gradient the 

electrostatic force was calculated. Figure 3 shows the 

electrostatic force for a 3.5-minute-long data taking 

window. 

 

Figure 4 shows the amplitude of the differential 

electrostatic force as a function of time for a day. The 

mean value of the signal is 168 nN with a standard 

deviation of 18 nN. The data is consistent with a slight 

linear drift of about -0.56 nN/h which we believe is 

caused by the temperature dependence of the 

magnetization of the permanent magnet that is used 

to provide the signal. The standard deviation of the 

signal is smaller at night, around t=12 h in Figure 4. 

At night time standard deviations of 7 nN are 

achieved. At day time, standard deviations are 50 % 

higher, an increase that is probably caused by 

vibrations in the building due to human activity. 

SUMMARY AND OUTLOOK 

 

In summary, an electromagnetic signal that 

represented approximately 2 x 10-4 of a 100 kW 

optical force was resolved at the 1 W level. Hence, 

the mechanical, electrical, and control systems are 

sufficient for the task. However, before the balance 

can be used to measure light, two important 

considerations need to be addressed. First, the 

alignment of the force axis of the balance must be 

made parallel to the light beam within 0.8o for a 

relative measurement uncertainty of 10-4. Second, the 

thermal gradients must be managed. Any absorbed 

light will cause heating, which will couple into the 

mechanical system in two ways: (a) the elastic 

properties of the balance system will change causing 

a shift in the force required to maintain the balance at 

0 and (b) thermal currents in the air surrounding the 

mirror can produce spurious forces on the mirror.  

These effects are currently under investigation. 
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Figure 3. Compensation of the magnetic force (top) 

with an electrostatic force (bottom).  

Figure 4. The measurement of the signal amplitude 

as a function of time (blue dots). The red line 

represents a moving average over 100 points. 
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The recent redefinition of the International
System of Units (SI) provides opportunities to
improve scaling in mass and force metrology. The
use of photon pressure force to improve metrology
in the nanonewton to piconewton range has the
potential to overcome difficulties encountered in
developing traceability for this range of forces.
Several experiments conducted to compare
photon pressure force calibration to other existing
methods demonstrate the feasibility of this
approach to small mass and force calibration.

INTRODUCTION

Mass and force calibration are typically carried out
using calibrated weights. This approach becomes
problematic moving to mass below about 100
micrograms (force less than 1 micronewton.) The
difficulty in handling the small calibration weights
and the uncertainty in their mass values increases the
smaller the weights become. The use of a photon
pressure force is one way to circumvent these
problems, as it provides a reference force in a
direction defined by the reflecting surface that is
traceable to the SI via laser power calibration
methods. Several experiments have been carried out
to examine the validity of this approach

EXPERIMENTS

The NIST Electrostatic Force Balance (EFB) has
been used to measure photon pressure force at the
nanonewton level. The EFB is an electromechanical
balance system that uses traceable measurements of
capacitance, displacement and voltage to provide a
primary reference for mass and force [1]. By
attaching high-reflectivity distributed Bragg reflector
(DBR) mirrors to the top and bottom of the EFB, and
alternately reflecting a laser from these mirrors, a
differential force is generated while minimizing
thermal drift [2]. A second measurement used a

parallel-mirror etalon to increase the photon pressure
force, and data is shown in Fig. 1. The single- and
multiple-reflection force measurements were
consistent with each other, but both differed from the
photon pressure force predicted from an in-situ
measurement of laser power by approximately 5 %.
The operating conditions of the reference laser power
detector used for the in-situ measurement may have
contributed to the difference, since the detector was
calibrated in air but used in vacuum during the EFB
comparison. By using the optical switch in pulsed
mode, the force could be continuously varied with
high linearity by varying pulse duty cycle.

Figure 1. EFB force measurement in multiple reflection
configuration.

Force below 1 nanonewton has been measured
using chip-scale optomechanical systems. The
mechanical sensors are millimeter-scale fused silica
parallelogram flexures. Integrated optical fibers
provide both a means to apply the photon pressure
force, and an interferometer to read out the resulting
displacement. When low-finesse fiber optical cavities
are used, femtonewton resolution can be obtained
with a maximum force of approximately 100 pN [3].
A cross-check of the mechanical flexure stiffness
using a calibrated mass shows sub-percent agreement
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with the photon pressure force predicted by
measuring the power of the laser used to drive the
optomechanical system. The use of higher-finesse
optical cavities allows for a larger maximum force of
several nanonewtons, due to the buildup of
circulating optical power within the cavity. The
displacement response at the sensor’s mechanical
resonance frequency is shown in Fig. 2. In this case,
the maximum photon pressure force is several
nanonewtons. The accuracy of the reference force
provided by measuring the optical power delivered to
the sensor is heavily dependent on the modelling of
the optical properties of the cavity, however [4]. The
properties of the sensor itself are very stable, with the
laser power force calibration varying less than 2 %
over approximately two years of testing. This
indicates these types of devices are useful as transfer
artifacts.

Figure 2. Displacement response to modulated photon
pressure force on a flexure sensor from a high-finesse fiber
optic cavity. Legend shows uncalibrated modulation
amplitude for laser.

Table 1. Calibration strategies for different force ranges.

Force Range Sensor Type Reference
300 μN – 1 nN EFB [2]

10 nN – 10 pN
Flexure,
resonant optical
cavity

[4]

50 pN – 10 fN Flexure, low
finesse cavity

[3]

CONCLUSION

A suite of techniques is available that allows the use
of photon pressure to provide force references that are
traceable to the SI. Different techniques are
appropriate for different force ranges and accuracy
requirements. The use of photon pressure forces is
potentially useful for a wide variety of small force

calibrations, such as those used in atomic force
microscopy (AFM,) gravitational wave detectors,
instrumented indentation, and particulate mass
measurement.
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We present the comparison results of the optical power 

measurements performed by using a calibrated 

reference standard detector (Thermopile and Si-diode) 

against those performed by a differential 

electromagnetic force compensation balance via the 

photon-momentum generated force measurements in 

the optical power range between 1 W and 10 W levels. 

A multi-reflection principle is used to amplify the 

generated effective forces with an optical cavity created 

by two quasi-parallel ultra-high reflective mirrors. At 

different configurations, the measurements of the 

forces and the optical powers were simultaneously 

monitored and the relative standard deviations were 

obtained. Dependent from the computation principle 

and the absolute value of the applied laser power level 

the improvements of the measurement uncertainties 

are discussed.  

INTRODUCTION 

In recent years, the use of photon momentum to 

determine the optical power of lasers or to generate 

precision/calibration small forces [1, 2, 3] has made 

important progress, especially for the measurements 

of optical laser power at kilowatt levels [4]. The 

measuring principle is based on the measurement of 

the force which is exerted due to the transfer of the 

photon momentum upon reflection of the radiant 

power from high-reflective mirror. A measurement 

device developed by Williams et. al. uses this 

measurement technique with which a relative 

expanded measurement uncertainty of 1.6 % has been 

achieved for optical power levels between 1 kW and 

50 kW [4]. In the core of the device is a force sensor, 

consisting of a commercial off-the-shelf 

electromagnetic force compensation (EMFC) 

weighing balance and a mirror with high reflectivity 

(R=0.9998) attached to it. Vasilyan et. al. [1, 2] 

carried out measurements with a device having 

similar components, however, here two force sensors 

adapted for differential measurements were used, by 

which the noise level have been reduced. Here, for the 

stability considerations a low power laser system 

(around 1 W) was used in multi-reflection 

configuration to generate a calibration forces at the 

currently existing lowest end of the small force 

standard from 10 nN up to 10 µN. Despite the 

statistical error observed as an oversight between the 

measurements and simplified theoretical calculations, 

under the multi-reflection configuration the total 

measured force was amplified at least with an order 

of magnitude in comparison to single reflection 

configuration. Furthermore, with the usage of single- 

and multi-reflection configuration, a possible 

standard for the force calibration routine, or reversed, 

standard for the optical (laser) power calibration 

routine with direct and more simplified traceable 

chain to the recently renewed SI base units [2, 5, 6] 

was already established.  

EXPERIMENTAL RESULTS 

In this paper we present a new, an improved set of 

measurements of the photon-momentum generated 

forces at the multi-reflection configuration with the 

use of differential EMFC setup ([1, 2]) at the laser 

power levels from 1 W to 10 W and their comparison 

with the optical power measurements made with the 

calibrated reference standard detector.  

The measurements were carried out at PTB with an 

optical system established in accordance to 

schematics presented in fig. 1(b) and with an 

integrated portable differential force measurement 

setup developed at TU Ilmenau. The input optical 

power ref is measured after mirror 2 with a calibrated 

Figure 1. Setup for measuring optical power via photon 

momentum and vice versa; i.e. calibration of the EMFC 

using reference optical power. 

a) 

Formatted: Font color: Text 1

168



reference detector (consisting of a Si-photodiode and 

a Thermopile attached to an integrating sphere) and 

simultaneously with the monitor detector. Then the 

monitor detector is able to determine the laser power 

at the input of the cavity during the measurements 

assuming the conversion factor including the 

reflectivity of the mirrors 1 and 2. The output optical 

power out, measured with the same calibrated 

reference detector together with the input optical 

power, measured with the monitor detector, allows to 

determine the power loss due to the cavity see fig. 1(b) 

and fig. 2 (bottom). 

With the pre-set laser power of up 10 W and the 

multi-reflection (at 21, 33, and 41 cases) 

configuration we have substantially enlarged the limit 

of the upper margin of the existing experimental data 

in continuous force (sub-10 µN level) and laser power 

measurements. Additionally, to reduce the optical 

losses in the cavity, we replaced the conventional 

high reflective mirrors R=99.5 % with ultra-high 

reflective mirrors with R=99.997 % reflectivity (for a 

wavelength of 532 nm) that were used to create our 

optical cavity like configuration. Results showed a 

major improvement on reliability of the comparison 

of actual photon-momentum generated forces 

obtained from the real measurement data against the 

simplified theoretical computations presented in [1, 2, 

3]. Thus, the force measurements are performed in 

combination with the optical schematics as is 

presented in the fig. 1. The optical power values were 

used to calculate theoretically the expected photon-

momentum generated forces for comparison with the 

data from the measurements. In this configuration we 

are able to directly compare the reference for the 

force measurements and the reference for the optical 

power measurements, towards the SI based traceable 

comparison (actually to the Planck constant) of the 

force/mass and laser power references. 

In fig. 2 we show one of the typical set of force and 

the corresponding laser power measurements. At the 

first glance, from the raw data of the force 

measurements at 33 reflection configuration (mirror 

reflectivity: 99.997 %, input power: 8.5 W, output 

power: 8.3 W), the mean value of 1873 nN is 

obtained with the relative combined standard 

deviation of 1.71 % (32 nN), if the calculations are 

made assuming the sample standard deviation then 

the value is 0.23 %. However, the relative standard 

error was 3.7 % due to unforeseen environmental 

noise (temperature and mechanical vibrations) which 

was detected during the measurement process. As a 

comparison, the standard uncertainty of the optical 

power measurements using the calibrated reference 

standard detector was 0.3 %. Furthermore, in this 

particular case, the mean value of the measured forces 

in comparison to the value calculated theoretically 

differs by 0.2 %, from all measurements this 

difference is within 3 %. 
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Figure 2. Example of the static force measurements with 

a periodically applied laser power (10 s) in the case of 33 

reflections. (Top) Measured force signal from each 

balance, (Middle) the difference signal. A feed backward 

averaging filter was chosen for the last 15 bins to filter 

raw data. (Bottom) Input and Output power. 
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We report on the operation of a small-package 

radiation pressure laser power meter and detail its 

measurement uncertainties. Given the small 

package of this device and its non-destructive 

interaction with the laser, this power meter is 

attractive for real-time, high-accuracy power 

measurements in industrial applications. We 

measure laser power from 25 W to 400 W with a 

260 mW/√Hz noise floor and 3.1-4.6 % expanded 

uncertainty. We validate our device against a 

calibrated thermopile by simultaneous 

measurements of an unpolarized 1070 nm laser 

and report good agreement between the two. 

INTRODUCTION 

In recent years, radiation pressure-based laser power 

metrology has developed significant interest from the 

metrology community. In contrast to traditional 

thermal and quantum techniques for measuring 

optical power, radiation pressure-based techniques 

allow for real-time, full beam, in situ monitoring. 

This offers a unique opportunity to embed SI 

traceable detectors into laser sources producing what 

effectively becomes a traceable source system. 

Radiation pressure laser power meters have been 

demonstrated by multiple groups measuring power 

levels below 1 W [1-5] and above 500 W [6-8]; 

however, there exists a gap in demonstrated 

measurements at the few hundred watts level. This 

middle range in power is applicable to laser-based 

manufacturing processes like metal additive 

manufacturing. For this reason, we report on laser 

power measurements from 25 W to 400 W using our 

recently developed compact, room temperature, 

ambient radiation pressure force transducer.  

DETECTOR DESIGN 

Our compact radiation pressure power meter is 

diagrammed in Fig. 1. The device consists of two 

identical spiral flexures made from micromachined 

crystalline silicon (like the flexures introduced by 

Ryger [9]) and three fiber-coupled interferometer 

heads for position detection. The full package 

(excluding the interferometer laser, receivers, and 

electronics) fits within a 4 cm x 4 cm x 2 cm box.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Cross-section view of dual-spring compact 

power meter (front and back chips have circular 

symmetry in the plane perpendicular to the page). 

Upon laser illumination of the mirror coating 

(reflectivity greater than 0.9999), the front chip 

deflects relative to the back chip by Δℎ, where ℎ is 

the inter-plate spacing determined from the position 

measurements of the front chip and back chips made 

by one interferometer tracing the front and two 

tracking the back (to account for off-center tilting 

errors). The power of the laser is directly related to 

the force of radiation pressure on the front chip and is 

calculated by balancing this optical force with the 

restoring spring force of the front chip: 

 𝑃 = Δℎ𝑘𝑐
[2𝑅 + 𝛼(1 − 𝑅)] cos 𝜃⁄  , (1) 

where 𝑘 = 74.5 ± 0.2 N/m is the calibrated stiffness 

of the front chip, 𝑐  is the speed of light, 𝑅  is the 

mirror reflectivity, 𝛼 is the fraction of non-reflected 

light that is absorbed, and 𝜃 = 45°  is the laser 

incidence angle with the mirror surface normal.  

MEASUREMENTS AND UNCERTAINTY 

To overcome small baseline drifting of the 

measurement signal from air current disturbances and 

differential heating of the flexure, we modulate the 

incident laser at 0.5 Hz with 50 % duty cycle and 

perform a baseline correction. Squeezed air damping 

between the two chips over-damps ringing of the 
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spring and results in an exponential time constant of 

30 ms on the rising edge of the measurement. 

Figure 2 shows the baseline corrected power 

measurement from our compact device. Twenty-nine 

modulation cycles are overlaid (blue curve) and 

averaged (black curve). In comparing against the 

calibrated thermopile, we defined the measured 

power as the averaged signal in a window from 0.4 s 

to 0.9 s. In this region, the average noise equivalent 

power is 260 mW/√Hz.  

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Measurement trace of 400 W laser modulated 

at 0.5 Hz with 29 cycles overlaid (blue) and averaged 

(black). The final power measurement is the averaged 

signal in the window from 0.4 s to 0.9 s. 

Over a range of power levels, measured power 

from our device is compared to the thermopile in 

Fig. 3, where percent discrepancy is defined 100 ×
(𝑃∗ − 𝑃0)/𝑃0 , 𝑃∗  is the power measured by our 

compact radiation pressure meter and 𝑃0  is the 

power measured by the calibrated thermopile (1.2 % 

expanded uncertainty). Taking an uncertainty 

weighted average of the measured discrepancies, we 

find our device reads 1.6 % lower than the thermopile. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Percent discrepancy in simultaneous power 

measurements between our device and a calibrated 

thermopile showing agreement within expanded 

uncertainties (error bars represent combined uncertainty 

of both devices, k=2). 

Fractional uncertainties of our compact 

radiation pressure measurements are reported in 

Table 1. Calibration uncertainty components 

(reflectance and spring constant) and set-up 

uncertainty components are independent of the laser 

power, whereas the fractional uncertainty in the 

measured deflection (Δℎ) decreases with power.  

Table 1. Fractional measurement uncertainty components 

(k=2). Power dependent uncertainties given at two power 

levels as example. 

Component Dist, Type Unc. (%) 

Reflectance rect, B 0.010 

Spring constant  0.302 

Fit norm, A 0.054 

Repeatability norm, A 0.292 

Alignment with gravity rect, B 0.030 

Mass decentering rect, B 0.044 

Laser incidence angle rect, B 3.126 

Laser decentering rect, B 0.044 

Interferometer alignment rect, B 0.062 

Thermal drift correction rect, B 0.008 

Meas. deflection at 25 W norm, A 3.352 

Meas. deflection at 400 W norm, A 0.186 

Combined Uncertainty at 25 W 4.626 

Combined Uncertainty at 400 W 3.148 

 

REFERENCES 

1. K. Agatsuma, et al., Precise measurement of laser 

power using an optomechanical system, Opt. Express, 

22, 2013-2030, 2014. 

2. S. Vasilyan, et al., Total momentum transfer produced 

by the photons of a multi-pass laser beam as an evident 

avenue for optical and mass metrology, Opt. Express, 

25, 20798-20816, 2017. 

3. R. Wagner, et al., Direct measurement of radiation 

pressure and circulating power inside a passive optical 

cavity, Opt. Express, 26, 23492-23506, 2018. 

4. G. Shaw, et al., Comparison of electrostatic and photon 

pressure force references at the nanonewton level, 

Metrologia, 56, 2019. 

5. P. Pinot, et al., Optical power meter using radiation 

pressure measurement, Measurement, 131, 109-119, 

2019. 

6. P. Williams, et al., Portable, high-accuracy, non-

absorbing laser power measurement at kilowatt levels 

by means of radiation pressure, Opt. Express, 25, 4382-

4392, 2017. 

7. J. Lehman, et al., Inline laser power measurement by 

photon momentum, Appl. Opt., 58, 1239-1241, 2019. 

8. P. Williams, et al., Radiation-pressure-enabled 

traceable laser sources at CW powers up to 50 kW, 

IEEE Trans. on Inst. Meas., 68, 1833-1839, 2019. 

9. I. Ryger, Micromachined force scale for optical power 

measurement by radiation pressure sensing, IEEE 

Sensors J., 18, 7941-7948, 2018. 

171



Design and calibration of a radiation-pressure based laser power meter and 
force sensor 

Jonathan Cripe1, Matthew Spidell2, and Gordon Shaw1  

1National Institute of Standards and Technology, Gaithersburg, USA 

 2 National Institute of Standards and Technology, Boulder, USA  

Corresponding e-mail address: jonathan.cripe@nist.gov 

 

Photons impart a back-action force when they 

reflect from a surface. When combined with 

simple interferometry the radiation pressure force 

can be used to calibrate an optomechanical sensor. 

We describe the design and calibration of a 

radiation-pressure based laser power meter and 

force sensor. We propose calibrating the 

optomechanical sensor in two ways, with photon 

momentum and with the force of gravity using 

calibrated masses and comparing the results. 

Once calibrated the sensor will provide a 

metrological link between mass & force and laser 

power at the 1 W and 10 nN scales with a goal of 

1 % uncertainty and provide traceability to the 

kilogram. 

INTRODUCTION 

Traditional means of measuring laser power require 

the light to be absorbed. For example, thermal power 

meters absorb photons and measure the increase in 

temperature. The drawback of absorptive power 

measurements is that one cannot directly measure the 

power without introducing a beamsplitter to sample 

the light, which in turns adds uncertainty to the 

measurement. 

  An alternative to absorptive power measurements 

is using radiation pressure or photon momentum. 

When light reflects off a mirror, the change in 

momentum provides a radiation pressure force given 

by 

   𝐹𝑅𝑃 =
2𝑃

𝑐
𝑟 cos𝜃 (1) 

where P is the power, c is the speed of light, r is the 

reflectivity of the surface, and 𝜃  is the angle of 

incidence with respect to the normal. By attaching the 

mirror to a spring-like transducer, the radiation 

pressure force creates a displacement, as seen in 

Figure 1, that can be measured using interferometry 

shown in Figure 2. NIST has previously developed 

this approach for measuring kilowatt [1] and 

milliwatt [2] level laser powers. Here we describe the 

design and calibration for measuring power on the 

order of 1 W and force on the order of 10 nN.        

 

 

 

 

 

 

 

 

CALIBRATION USING RADIATION 

PRESSURE 

To calibrate the sensor using radiation pressure, we 

use a 1 W laser to provide a radiation pressure force 

which causes a 100 pm displacement of the sensor. 

The laser light will pass through a switch to modulate 

Figure 1. Schematic of radiation pressure force on a 

movable mirror. 

Figure 2. Schematic of radiation pressure force and 

displacement readout. The displacement laser causes a 

length change, x, in the Fabry Perot cavity which is read 

out using as separate sensing laser as a change in voltage 

on a photodiode in reflection of the cavity. 

Figure 3. Image of the optomechanical sensor. The sensor 

consists of a reference (left) and flexible cantilever (right). 

A highly reflective mirror is attached to the flexible 

cantilever. A cleaved fiber is attached to each side to 

create a low finesse Fabry Perot cavity for measuring 

displacement. 
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the radiation pressure force exerted on the mirror with 

a frequency of approximately 1 Hz. We collect the 

light reflected by the sensor with a calibrated 

integrating sphere to serve as a record of the amount 

of force applied to the sensor.  

  We measure the displacement of the sensor using a 

second sensing laser and a low finesse Fabry Perot 

cavity made up of two optical fibers. The intensity 

and frequency of the sensing laser is stabilized with 

feedback control loops to reduce the influence of 

intensity and frequency noise in the displacement 

measurement. The radiation pressure force from the 

displacement laser cause the cavity length to change, 

which in turn affects the optical interference within 

the cavity. We calibrate the cavity voltage signal 

detected in reflection by sweeping the wavelength of 

the widely tuneable sensing laser. Relating the 

calibrated force from the integrating sphere 

measurement to the displacement measurement 

allows us to calibrate the mechanical response or 

stiffness of the sensor and is traceable to a NIST 

standard laser absorption calorimeter.  

CALIBRATION USING THE FORCE OF 

GRAVITY 

A second approach to calibrating the sensor’s low 

frequency response is to use the force of gravity from 

a calibrated mass to create a displacement. This 

method of calibration is traceable to the kilogram. By 

using a mass robot to load and unload the mass, we 

can generate a large number of repeatable trials to 

reduce the uncertainty of the measurements. The 

displacement readout is the same as described in the 

previous section. 

  Using a similar but stiffer sensor as that shown in 

Figure 1, we conducted 10 separate trial sets 

consisting of between 200 and 700 individual 

measurements each. Figure 4 shows a histogram of an 

example set of trials consisting of 300 measurements 

using a 200 mg mass. Using the mass robot and 

conducting the measurements in a stable, 

temperature-controlled environment allow us to 

achieve a population standard deviation of 

approximately 1 % for each set of measurements. 

  Having developed this method of calibration and 

provided a proof of principle, we will repeat the 

process with a smaller mass for the more flexible 

radiation pressure-based sensor shown in Figure 3. 

Calibrating the sensor using both the radiation 

pressure method and the mass method will allow us 

to compare results and create a metrological link 

between optical power and mass and provide a 

calibrated and portable sensor for measuring optical 

powers on the order of 1 W and forces on the order of 

10 nN.  
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Figure 4. Histogram of results of the static stiffness using 

the force of gravity calibration method. The mean of the 

data is 79,900 N/m with a population standard deviation 

of 1000 N/m. 
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Field spectrometers are widely applied in ground 

validation sites for remote sensing and earth 

observation. However, the stray light is one of the 

most important factors on accurate measurements, 

since the spectral distribution of target source 

differs significantly from the incandescent 

calibration source. Here, a simple UV stray light 

correction method for continuously distributed 

wide-spectrum light sources was established by 

using bandpass filters. The UV stray lights of field 

spectrometers in situ measurement was reduced 

obviously.  

 

INTRODUTION 

With the goal of climate change prediction and 

disaster weather prevention, high accurate spectral 

radiometric calibration is essential for remote sensing 

and earth observation 1. Ground vicarious calibration 

is one of the most feasible ways to realize SI-

traceable radiometric calibration for on-orbit satellites. 

However, the spectral distribution of solar radiance is 

different from calibration light source (incandescent 

lamp). The stray light is a main uncertainty source of 

laboratory calibrated spectrometers which are 

transferred to the ground-based validation sites, since 

CCD spectrometers have problems such as internal 

structural defects and unsatisfactory optical 

components, which seriously affect the accurate 

radiance measurements. Several approaches have 

been proposed to correct the stray light in CCD 

spectrometers 2-5. Zong et al. 3 proposed an efficient 

and accurate correction method that obtained the 

spectral line spread functions for every pixel by using 

a set of monochromatic laser sources. But the tunable 

lasers are relatively expensive and hard to maintain 

for most laboratories.  

In this paper, the stray light properties of various 

typical field spectrometers were characterized. A 

simple, economic correction method was established 

for continuously distributed wide-spectrum light 

sources by using bandpass filters. The mathematical 

correction model was also proposed. 

EXPRIMENTS 

The stray light properties of four various typical 

field spectrometers were characterized by using a cut-

off filter, which blocks the wavelengths shorter than 

450 nm. These spectrometers, FieldSpec4 (ASD), 

HR-1024i (SVC), PSR+3500 (Spectral Evolution), 

and CR280 (Colorimetry Research), were calibrated 

by reflectance plaque and standard lamp. Then the 

450 nm cut-off filter was placed in front of each 

spectrometer, with the same measurement settings, 

including position, integration time, and the average 

number of time.  

The stray light ratios (σ) in UV wavelengths 

were calculated by dividing the radiance results with 

cut-off filter by calibration ones, the formula is 

σ=Lx/Lc*100. As is shown in Fig.1, The stray light 

radios are more than 5% in the wavelength around 

350 nm, and σ value of the more compact 

spectrometer is much higher, such as CR 280. 

Figure 1. The stray light radios of four field spectrometers.  

As is shown in Fig.2, the UV stray light radios 

owing to different wavelength ranges of CR 280 

spectrometer were measured by a set of bandpass 

filters. The stray light at 380 nm originating from 

550nm to infrared wavelengths could be defined as 

Ystray a,380. The stray light at 380 nm originating from 

650nm to infrared range could be defined as Ystray 

b,380. Then stray light portion at 380 nm owing to the 

wavelength range from 550nm to 650nm could be 
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obtained by subtracting Ystray b,380 from Ystray a,380. 

Thus, the stray light radio of UV wavelength could be 

calculated by dividing (Ystray a,380-Ystray b,380) by 

integral radiance between 550 nm and 650 nm.  

Similarly, the UV stray light radios owing to 650 

nm to 800 nm, and 800 nm to near infrared ranges 

could be obtained, respectively. 

Figure 2. Stray light radios of CR280 by different 

bandpass filters. 

 

CORRECTION METHOD 

The total signal from spectral stray light at a 

given wavelength (λi) is the sum of all spectral stray 

light contributions from the broadband source spectra 

falling on the elements. For continuously distributed 

wide-spectrum light sources, the stray light effect of 

longer wavelengths on UV adjacent wavelengths is 

similar. Therefore, the true signal Ytrue, 380 of 

spectrometer can be calculated by the equation below:  

This mathematical model can be easily used to 

calculate the correction results of stray light at UV 

wavelengths. As shown in Fig. 3, the spectral 

radiance results of the solar radiance on the ground-

based verification site was corrected, the stray light 

effect of visible and infrared range on UV 

380nm~400nm was significantly reduced.  

Figure 3. The measured result and corrected result of 

CR280 used in ground-based sites. 

CONCLUSION 

Here, a set of the bandpass filters with specific 

transmittances were used to measure UV stray light 

signals, and the mathematical correction model was 

established to realize the efficient evaluation and 

simple correction. The method with bandpass filter 

can be widely used due to simple experimental 

conditions and efficient work process for the 

continuously distributed wide-spectrum light sources.  
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TRUTHS, will create a ‘metrology laboratory in 

space’. Designed explicitly to meet the 

requirements of climate the mission establishes SI 

traceability on-board the space-craft through 

mimicking the ground-based radiometric 

calibration chain fully-linked to a space cryogenic 

radiometer. TRUTHS measures incoming and 

reflected radiation from the sun spectrally and 

spatially resolved with accuracy, typically an 

order of magnitude better than current satellites. 

This data will provide a benchmark of the 

radiation state of the planet from which change 

can be detected in <half time of existing sensors 

constraining climate forecasts. The data also 

allows an upgrade in performance of other sensors, 

ensuring their SI traceability through reference 

calibration from space.    

INTRODUCTION 

In November 2019 the TRUTHS mission [1, 2] was 

funded and adopted into the ESA Earth watch 

program. The mission is based on a concept 

conceived and prototyped by a UK team led by the 

National Physical Laboratory (NPL) the UK national 

metrology institute and selected by the UK space 

agency (UKSA) from a national competition. The 

first phase of implementation will be carried out by 

an industrial consortium drawn from subscribing 

member states: UK. Greece, Switzerland, Czech 

Republic and Romania with a view to a target launch 

date in 2026.  

     TRUTHS is a mission designed explicitly to 

meet the exacting needs of climate. Its primary goal 

is to establish a benchmark dataset of the radiation 

state of the planet, spectrally and spatially resolved 

with sufficient accuracy that trends can be detected 

limited only by natural variability, immune from 

biases and ambiguities of sensor performance and 

degradation. It measures incoming and reflected solar 

radiation from ~320 nm to 2450 nm with an 

uncertainty of 0.3% (k=2) (a factor ten improvement 

over existing sensors), globally sampled at 50 m 

spatial resolution and spectrally continuous with a 

bandwidth of 5-10 nm. This allows it not only to 

quantify change in radiation balance but also to 

attribute effects to key climate feedbacks such as 

Cloud and Albedo as well as account for potential 

variations in energy inputs total and spectral solar 

irradiance - facilitating testing of climate forecast 

models in the shortest time possible.    

     TRUTHS will be the scientific forerunner of a 

paradigm shift in how the Earth is observed, 

delivering data not constrained to a single discipline 

but deliberately specified to allow it to be configured 

to support applications in and at the boundaries of 

Land, Ocean and Atmosphere and meet the exacting 

needs of many Essential Climate Variables (ECVs) 

e.g. Land and Ocean Carbon cycle,  

     Additionally, it will be a ‘metrology laboratory 

in space’, providing and enabling SI-traceable 

measurements of improved and unequivocal 

accuracy from other sensors through in-flight 

calibration.  TRUTHS will be an enabling element 

of the internationally requested ‘space-based climate 

observatory’, ideally in conjunction with other 

benchmark sensors such as NASA CLARREO [3].   

MISSION CONCEPT 

The TRUTHS payload comprises a hyperspectral 

imaging Spectrometer (HIS), which whilst of state-

of-the-art performance is not significantly different 

than that flying or designed for other missions. The 

disruptive differentiator of TRUTHS is the on-board 

calibration system. This mimics the primary 

terrestrial traceability chain of a typical NMI – 

cryogenic radiometer – intensity stabilised lasers – 

Transfer Radiometers – Flat plate diffusers all 

implemented within in a small ~1 m3 satellite. 

     This on-board calibration system facilitates a 

spectral radiance calibration of the HIS on a daily 

basis, removing not only effects of launch but also 

corrections for normal in-flight degradation of both 

the HIS and the calibration system. The space-based 

cryogenic radiometer of TRUTHS called CSAR 

(Cryogenic Solar Absolute Radiometer) not only 

serves as a primary SI standard but also measures 

incoming total solar irradiance with an uncertainty of 
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0.02% k=2.  The CSAR for TRUTHS is based on an 

evolution of the first prototype currently serving as a 

terrestrial reference for solar irradiance at the World 

Radiation Centre in Davos for the last decade [4].  A 

CSAR v2, 1/3rd of the mass, was built and tested 

coupled to a space cooler as part of pre-development 

studies in 2016.  

     In addition to making high accuracy 

observations of the Earth for climate and other 

applications TRUTHS will improve the accuracy of 

other missions through reference calibration. The 

choice of a true non-sun-synchronous polar orbit 

allows TRUTHS to simultaneously view the same 

scene as other satellites on a regular basis. The high 

spatial and spectral resolution of TRUTHS 

facilitating a match to the footprint of other sensors 

and when viewing relatively uniform targets like 

deserts and snowfields calibrations can transferred in 

a traceable manner.      

RESULTS 

The paper will not only present the concept but also 

results of testing of the prototype calibration system 

under vacuum and simulations of cross-calibrations 

and performance improvements of other sensors such 

as Sentinel 2 where a factor 5 improvement in 

radiometric uncertainty has been demonstrated. 
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We have developed an SI-traceable laser-based 

tunable radiance source for the calibration of 

spectroradiometers. As a demonstration of the 

calibration method, a CubeSat spectrometer has 

been calibrated for radiance in the UV-VIS 

wavelength range. For comparison, the 

spectrometer has also been calibrated with a 

traditional setup based on a calibrated diffuser 

and a FEL lamp. Both routes show good 

agreement within the combined measurement 

uncertainty. The laser-based approach could be an 

interesting alternative to the traditional method, 

not only because of reduced measurement 

uncertainty, but also because it directly allows for 

characterization of the instrumental spectral 

response function and stray light effects, reducing 

calibration time and cost. 

INTRODUCTION 

SI-traceable calibration of satellite instruments, such 

as spectroradiometers, gets increasingly important in 

space-based observation for various reasons. First, 

requirements on measurements in terms of accuracy, 

dynamic range and wavelength range get more and 

more demanding. Second, long-term observations 

require SI-traceability for comparability of data 

records that are acquired over a long time-interval 

(decades) and with different instruments. 

Traditionally, radiance response calibration is 

performed with a FEL lamp, combined with a 

calibrated diffuser as a radiance source. The 

disadvantages of such a source are the limited lifetime 

of the FEL lamp and its large spectral width. 

Additional measurements are therefore required to 

determine stray light characteristics and the 

instrumental spectral response function (slit function) 

of the spectroradiometer. 

In this contribution we present the application of 

a laser-based tunable radiance source for the 

calibration of spectroradiometers. Such sources have 

been shown to be an interesting alternative to lamp-

based sources, as e.g. demonstrated for the calibration 

of spectral (ir-)radiance responsivity of detectors [1]. 

As demonstration of the calibration method, a 

CubeSat spectroradiometer (TROPOLITE BB, TNO 

[2]) has been calibrated in the UV-VIS wavelength 

range with this source. For comparison the 

spectroradiometer has also been calibrated with a 

radiance source based on a FEL lamp and a diffuser.  

SPECTROMETER CALIBRATION WITH A 

LASER BASED RADIANCE SOURCE 

The radiance source consists of a 30 cm-diameter 

integrating sphere, that is fed with the light from a 

tunable nanosecond optical parametric oscillator 

(OPO) offering a wide tuning range (210 nm – 2400 

nm). The integrating sphere is equipped with a 

monitor detector to measure the irradiance at the 

sphere wall, accounting for any potential source 

instability. A schematic of the setup is shown in 

Figure 1. More details on the design requirements 

can be found in [3]. The radiance source is calibrated 

with a reference detector that is positioned at a well-

defined distance from the sphere aperture (Figure 2). 

Both the reference detector and the integrating sphere 

are equipped with calibrated apertures. The radiance 

emitted from the integrating sphere’s exit aperture is 

determined from the measured flux and the geometry 

of the system. This calibration is performed as a 

function of wavelength by tuning the laser. The 

signals from reference detector and monitor detector 

are measured simultaneously with a charge meter, 

thus linking the emitted radiance from the sphere 

aperture to the monitor detector signal. Charge meters 

are used here because of the pulsed nature of the 

source [1].  

Figure 1. Schematic of laser-based radiance source. 
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As an additional check of the method and to 

estimate residual stray light effects, the calibration of 

the source has been performed at 2 positions of the 

reference detector (50 cm and 75 cm from the source). 

The measured radiance at both positions agrees 

within 0.2% for wavelengths ranging from 250 nm to 

950 nm. Here the reference detector is a Si trap 

detector traceable to the absolute cryogenic 

radiometer of VSL. The total measurement 

uncertainty of the source radiance calibration is 

preliminary estimated to be about 1%. 

The TROPOLITE spectroradiometer has been 

calibrated with the laser-based radiance by 

positioning it in front of the radiance source 

(replacing the reference detector in Figure 2). The 

calibration is performed by tuning the OPO from 370 

nm to 480 nm in steps of 10 nm. The measurement 

range is determined by the operating range of the 

TROPOLITE instrument. For each wavelength 

setting a set of images is acquired by the 

spectroradiometer, while the current from the monitor 

detector is measured simultaneously.  

VALIDATION OF THE METHOD 

To validate the laser-based method, a traditional 

calibration of the TROPOLITE instrument has been 

performed with a FEL lamp with a setup 

schematically shown in Figure 3. The FEL lamp has 

been calibrated by VSL for spectral irradiance with 

an uncertainty of (2% - 3%, k=2, wavelength 

dependent). To convert the lamp irradiance into 

radiance a diffuser is used. The diffuser has been 

applied for several satellite instrument calibrations 

and has been thoroughly characterized. The 

calibration has been performed for various distances 

between FEL lamp and diffuser. A preliminary 

analysis of the TROPOLITE calibration data shows 

that the traditional method and the laser-based 

method agree within 1-2% over the full wavelength 

range. 

CONCLUSIONS 

We have developed a tunable laser-based radiance 

source, which was successfully applied for the 

calibration of a CubeSat spectroradiometer. The 

results were validated by comparison with a 

traditional FEL lamp-based calibration. The laser-

based approach not only delivers radiance calibration, 

it also offers the opportunity to simultaneously 

measure other instrument characteristics such as 

stray-light effects and the instrument spectral 

response function. 
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Monitor detector 

Reference detector 

Si Trap 

Figure 3. Setup for the calibration of radiance from the 

integrating sphere with a reference trap detector.  

 

Figure 2. Schematic of a setup for calibration of a 

spectroradiometer (the sensor on the right-hand side) with 

an FEL lamp and a diffuser. 
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The Reduced Background Calibration Facility 2 

(RBCF2) as the successor of the Reduced Back-

ground Calibration Facility (RBCF) was recently 

brought into operation at PTB. It provides tracea-

ble calibrations of space based infrared remote 

sensing experiments in terms of radiation 

temperature and spectral radiance under cryo-

genic and / or vacuum conditions.  

 

INTRODUCTION 

The Physikalisch-Technische Bundesanstalt (PTB) 

designed a new calibration facility, the Reduced 

Background Calibration Facility 2 (RBCF2) as the 

successor of the Reduced Background 

Calibration Facility (RBCF) [1], and brought it 

recently into operation. It provides traceable 

calibrations of air born and space based infrared 

remote sensing experiments in terms of radiance 

temperature and spectral radiance. Traceable remote 

measurements require the use of calibrated stable 

detector systems and/or source-based calibration 

standards on board of the instrumentation. In any case 

they should be calibrated under operational 

conditions to ensure traceability with the smallest 

possible uncertainty. The RBCF2 enables therefore 

the calibration of radiators and detectors and cameras 

under cryogenic and/or vacuum conditions. The 

integration of the instrument under test into the 

RBCF2 can be done under ISO 5 clean room 

conditions.  
 

 
Figure 1 The Reduced Background Calibration Facility 2 

(RBCF2) of PTB with source- (left) and detector (right)  

chamber.  

CONCEPT OF THE RBCF2 

The general concept of the RBCF2, shown in 

Figure 1, is to connect different sources in the source 

chamber and detectors in the detector chamber via a 

liquid nitrogen cooled beam line. Source- and 

detector chamber also incorporate cooling facilities. 

Translation units in both chambers enable the RBCF2 

to automatically compare and calibrate different 

sources and detectors with stable comparison 

instruments at cryogenic ambient temperatures and 

under a common vacuum.  

 

 

 
 

Figure 2 View into the source chamber of the RBCF2: 

emissivity sample holder, LN2-blackbody, VLTBB and 

VMTBB from left to right. 
 

Reference sources for comparisons are dedicated 

vacuum variable temperature blackbodies (compare 

Figure 2), for example the vacuum medium 

temperature blackbody (VMTBB, 150 °C to 430 °C) 

[2], the vacuum low temperature blackbody 

(VLTBB, -173 °C to 177 °C) [3], the large area 

heatpipe blackbody (LAHBB, -60 °C to 50 °C) 

featuring a radiating diameter of 250 mm, the liquid 

nitrogen blackbody (LNBB, -196 °C) and calibrated 

vacuum integrating sphere radiators for UV-VIS and 

SWIR applications (Figure 3). The radiation 

temperatures of the reference blackbodies and the 

spectral radiance of the integrating sphere radiators 

are traceable to the ITS-90 via the primary standards 
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of PTB. Using the calibrated vacuum infrared 

standard radiation thermometer (VIRST) [4] direct 

calibrations of sources in terms of radiance 

temperature in the wavelength range from 8 µm to 

14 µm can be performed.  

 

For spectrally resolved measurements the radiation of 

the reference sources and the sources under test is 

imaged on a vacuum Fourier-Transform 

Spectrometer (FTS). The FTS covers the wavelength 

range from 0.4 µm to 1000 µm by employing 

detectors ranging from photomultipliers to liquid 

helium cooled bolometers. The different reference 

blackbodies enable measurements with respect to at 

least two reference temperatures, simultaneously. 

Hereby disturbances in the infrared by background 

radiation resulting from inside the FTS can be 

effectively compensated. Sources can be also 

spatially mapped and characterized for the lateral 

distribution of their spectral radiance. The flexible 

design of the facility also allows large aperture 

camera characterizations and modifications for 

customer needs and the measurement of directional 

spectral emissivities over a wide temperature and 

wavelength range. 

 

 
 

Figure 3 PTB’s vacuum integrated sphere radiance trans-

fer standard (RTS) (left) and EnMAP’s onboard calibration 

assembly (OBCA) with illuminated exit aperture (right) 

inside the source chamber of the RBCF2. 
 

EXEMPLARY APPLICATIONS 

As a critical consistency check to the former RBCF 

vacuum emissivity measurements were performed at 

the RBCF2. For example, the results of the directional 

spectral emissivity of SiC depicted in Figure 4 show 

no deviation between past and current measurements 

within the standard uncertainty. Additionally, 

comparison measurements performed with the 

emissivity measurement facility in air (EMAF) show 

no significant deviation. 

 

Recent calibrations of the large aperture on-board 

blackbodies of the airborne GLORIA limbsounder [5] 

in the MIR spectral range and of the on-board calibra-

tions assembly (OBCA) of the EnMAP satellite [6] in 

the VIS-NIR spectral range will be shown during the 

presentation to illustrate the capabilities of the 

RBCF2. 
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at the RBCF2 show no significant deviation. 
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The results of VNIIOFI’s developments during 

last decade and current activities in measurement 

assurance of Earth remote sensing are presented. 

Two standard radiometric facilities developed at 

VNIIOFI for preflight calibration of the remote 

sensing instruments are briefly characterized. 

The first facility is intended for calibrations in 

the visible and near IR spectral range, and the 

second facility based on a vacuum cryogenic 

chamber is for the thermal IR spectral range. A 

brief overview of performed calibrations of the 

instruments launched on board satellites for 

scientific and the Earth resources investigations 

is also presented. Completed and upcoming 

space-flight experiments aimed at creating space-

born fixed-point blackbodies for onboard 

calibrations of IR remote sensing instruments are 

also described. 

STANDARD RADIOMETRIC FACILITIES 

FOR PREFLIGHT CALIBRATION OF 

REMOTE SENSING INSTRUMENTS 

For preflight radiometric calibration of remote 

sensing instruments with apertures up to 500 mm in 

the solar reflective range (from 0.3 to 3.0 μm) 

VNIIOFI has developed and created at 2010 the 

standard radiometric facility consisting of two large-

area radiant sources [1]. The first is a 

monochromatic collimated radiation source (MCRS) 

measured for relative distribution of spectral radiant 

power with traceability to VNIIFI’s cryogenic 

radiometer. The MCRS is intended for measuring the 

relative spectral responsivity of the remote sensing 

instruments with broadband spectral channels. The 

second is an integrating sphere diffuse source (ISDS) 

measured for spectral radiance against VNIIOFI’s 

high-temperature fixed-point blackbodies (see [2] and 

refs therein). Calibration against the ISDS results in 

measuring the absolute radiance responsivity of 

hyperspectral remote sensing instruments. 

Standard radiometric facility for preflight 

radiometric calibration of remote sensing 

instruments in the thermal IR spectral range (from 3 

to 14  μm) was designed by VNIIOFI on the basis 

of vacuum cryogenic chamber modelling space 

environment conditions for the instruments under 

calibration inside it [3]. Monochromatic source of IR 

radiation for measuring the relative spectral 

responsivity consists of placed outside the chamber 

a set of detectors with traceability to VNIIFI’s 

cryogenic radiometer, a monochromator, a high 

temperature blackbody and located inside an 

optomechanical system for spectral comparing. A set 

of low temperature blackbodies developed and 

manufactured at VNIIOFI and a Fourier-

spectrometer are used for measuring the absolute 

spectral responsivity [4]. The gallium fixed-point 

black body is used as reference radiation source, and 

large-area blackbody in the form of a V-shaped 

500 mm diameter aluminium-alloy plate covered by 

the black Aeroglaze Z306 dull paint stands for 

illuminating the instrument under calibration. 

PERFORMED PREFLIGHT RADIOMETRIC 

CALIBRATIONS 

Regular radiometric calibrations for spectral 

radiance responsivity of hyperspectral remote 

sensing instruments GSA-RP are performed against 

the ISDS [5]. GSA-RP was designed and 

manufactured by JSC «Krasnogorsky Zavod» under 

the contract with Progress Space Rocket Centre for 

hyperspectral imaging on board the Earth 

observation spacecraft of Resurs-P series [6]. 

Launches of the first three spacecrafts Resurs-P 

No.1, Resurs-P No.2 and Resurs-P No.3 with GSA-

RP on board were performed on June 25, 2013, 

December 26, 2014 and March 13, 2016. 

Multispectral Imaging System KMSS-2, 

consisting of two identical 3-channel multispectral 

imaging units MSU-100TM, was launched aboard 

satellite Meteor-M No.2-2 in a sun-synchronous 

orbit on July 5, 2019. KMSS-2 was developed by 

the Space Research Institute of the Russian 

Academy of Sciences (IKI RAN) for satellite 

monitoring of weather and climate. Measurements 

of the relative spectral responsivity against the 

MCRS and the subsequent measurements of the 

absolute radiance responsivity against the ISDS for 
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each channel of the both units MSU-100TM were 

performed during the preflight radiometric 

calibration [7]. 

Four surveillance cameras are installed on the 

surface platform of the ExoMars 2020 mission for 

obtaining overview colour, radiometrically corrected 

static images of the surface and atmosphere of Mars 

in the visible spectral range, formation of circular 

closed panorama of the landing site and measuring 

the spectral radiance of surrounding objects at three 

wavelengths - 0.45, 0.55 and 0.65 μm [8]. IKI RAN 

has developed the cameras and the radiometric 

calibration of the cameras was performed against the 

ISDS at VNIIOFI. 

TOWARDS TO IN-FLIGHT CALIBRATIONS 

Since 2008, VNIIOFI has continued activities aimed 

at creating a highly stable space-born fixed-point 

blackbodies for onboard radiometric calibrations of 

IR remote sensing instruments.  

One series of space-flight experiments is testing 

the performance of low temperature blackbody 

prototypes with radiating cavity surrounded by a 

phase-changing working substance. The first 

experiment of this series was performed in 2014 on 

board the "Foton-M" No.4 reentrant vehicle. As a 

result of the experiment, stable melting plateaus of 

Ga (29.8 ºC) were obtained with the temperature 

drift no more than 30 mK [9]. The next analogous 

experiment is planned for In-Bi eutectic system 

fixed point (72.5 ºС) on board the "Bion-M" No.2 

reentrant vehicle in 2024. 

The second series of experiments is planned on 

board the International Space Station and consists in 

experimental studies of the microgravity influence 

on phase transitions of working substances with 

those melting/freezing temperature fixed points in 

the range interesting from the remote sensing 

viewpoint. The first experiment of this series for the 

fixed points Ga-In (17.7 ºC), Ga-Sn (20.5 ºC), (Ga-

Zn (25.2 ºC), Ga (29.8 ºC) is planned in 2020, and 

the second experiment is for the fixed points 

H2O (0 ºC) and In-Bi (72.5 ºC).  

CURRENT ACTIVITIES 

At present, VNIIOFI develops a comprehensive 

system of measurement assurance for remote 

sensing instruments of the visible, near IR and 

thermal IR spectral ranges during their development, 

preflight testing and orbital operation. 

Implementation of the system involves the following 

activities. 

1. Development, manufacturing and certification 

of a complex of facilities for preflight radiometric, 

spectral and photogrammetric calibrations, including 

the harmonized with the international document 

“Quality Assurance Framework for Earth 

Observation” regulatory and methodological base 

that ensures traceability of the instrument 

characteristics to VNIIOFI’s measurement standards. 

2. Development and creation of a center for 

pursuance remote calibration, remotely sensed data 

verification and associated products validation on 

the basis of 

• onboard facilities for radiometric calibration 

including diffused plates, LED based 

integrating spheres, large-area blackbodies 

and blackbodies with radiating cavity on the 

fixed points; 

• ground sites equipped with a mobile 

instrumentation providing spectral surface 

reflectance and atmospheric conditions. 
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A tuneable and portable radiation source (TuPS) 

has been developed for the in-field 

characterization of the wavelength scale (290 nm 

to 350 nm) and slit function of Dobson 

spectrometers. TuPS emits radiation with a 

bandwidth of 0.1 nm and an uncertainty less than 

0.02 nm in the wavelength scale, while the radiant 

power of emitted beam exceeds 20 nW over the 

spectral range of interest. The past two years of 

operation have included two in-field calibration 

campaigns that have required shipping and in-

field installations, and during which more than 14 

Dobson spectrometers were calibrated. Over this 

period the long-term stability of both slit function 

and wavelength scale were determined to be as 

high as 0.02 nm.  

TuPS was designed so that only minor 

modifications are necessary to extend/shift its 

spectral range towards visible and near-infrared 

spectral regions, thereby extending its application 

to the spectral characterisation of other 

spectrometers. 

MOTIVATION AND OBJECTIVE  

Dobson and Brewer spectrometers are key 

instruments used to monitor the ozone layer. 

Although networks using a specific instrument are 

self-consistent to better than ±0.5 % level, total 

column ozone retrieved from the two instrument 

types differ by up to 3 %. This large discrepancy 

currently prevents a merging of both datasets and an 

eventual replacement of one instrument with another 

type. Therefore, improved characterization and 

calibration of Dobson instruments I would be of great 

benefit. 

The bandwidth and wavelength scale accuracy 

of Dobson spectrometers are not known for each 

instrument, but a re  assumed to be equal to the world 

reference Dobson. Currently, tuneable 

monochromatic sources which could be used for 

characterisation of Dobsons are complex and systems  

that are only found in a few laboratories world-wide 

and cannot be used for in-field calibrations as needed 

by the global spectrometer network. 

Laboratory based characterisations have been 

performed at CMI and PTB [1] having requested 

typically two days time for each spectrometer plus 

additional time necessary for shipping of often heavy 

and large DUTs from their permanent in-filed 

installation down to the metrology laboratory. 

Here we describe the design and development of 

a tuneable and portable radiation source ( TuPS )  for 

the in-field characterization of Dobson spectrometers. 

TuPS operates over wavelength range 290 nm to 350 

nm. This light engine emits the radiation with the 

bandwidth of 0.1 nm with uncertainty lower than 0.02 

nm in wavelength scale, while the radiant power of 

emitted beam exceeds the level of 20 nW over all 

spectral range of interest. 

THE OPTICAL DESIGN 

The TuPS is a combination of a broadband source and 

an optical tuneable dispersion system; the latter 

rejecting all but a narrow wavelength band. Optimal 

level of total radiant flux emitted from TuPS was 

found experimentally during the laboratory-based 

characterization of Dobson 074 [1] as a value that 

ranges from 10 nW to 100 nW. The optical layout was 

designed using Zemax, an important consideration in 

Figure 1. TuPSs’ optical configuration of. 
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the design being that TuPS would be easily 

transportable thus enabling its use as an in-field 

source for Dobson spectrometers. 

TuPS is contained within a 400 mm x 400 mm optical 

board, with the grating and the second parabolic 

mirror positions fixed; and the input pinhole, the first 

parabolic mirror and the output slit mounted on high 

precision micro-metric linear stages to provide the 

fine adjustment needed to compensate for the focal 

length tolerance of the parabolic mirrors. Both 

parabolic mirrors and the grating are mounted on 

adjustable stages to optimize the mirrors’ optical 

alignment. A motorized rotation stage, which sets the 

grating angle, uses a high resolution encoder that has 

an accuracy of better than 0.001°. The optical 

configuration of the TuPS is shown in Figure 1. 

TUPS OPTICAL CHARACETRISATION 

The optical characterisation of TuPS light engine was 

performed using the fibre coupled CMI tuneable 

optical parametric oscillator laser facility (OPO). The 

OPO laser radiation wavelength and its stability is 

monitored by calibrated wavemeter with accuracy 

better than 0.01 nm [2]. Schematic diagram of the 

measurement setup is shown in Figure 2 

For each wavelength the angular position of the 

peak ,A_λ,, relative to the laser line λ is calculated 

using the centroid formula, using this the relationship 

between the TuPS grating angle and the TuPS 

wavelength at the output slit can be determined. 

Using the same data set,, and the linear relationship 

between the grating angle and wavelength it is also 

possible to assess the bandwidth performance of the 

TuPS. With the same measurement setup used for the 

TuPS wavelength and bandwidth calibration the 

optical power output of TuPS over all spectral region 

of interestwas measured using a calibrated Si 

photodiode located at the TuPS output port. 

The temporal stability of TuPS was investigated over 

a period of 2 years. During 2017 TuPS participated in 

five measurement campaigns, where it characterized 

14 Dobson spectrometers. Before and after each 

measurement campaign the TuPS wavelength scale 

was recalibrated at CMI, using the OPO laser facility. 

The results for the calibrations before and after each 

campaign are shown in Figure 3. The largest 

difference in the wavelength scale of about 0.025 nm 

was recorded between the measurements in AEMET 

Izana (Spain) and the Deutscher Wetterdienst 

(Germany), a time interval of 45 days. 

CONCLUSION 

TuPS is an instrument for determining the slit 

function and centre wavelength of Dobsons. TuPS 

has been characterised for bandwidth and the central 

wavelength accuracy over the spectral range of 

interest. This characterisation was done using the 

fibre coupled CMI tuneable laser facility, this is a 

1kHz ns pulsed OPO in combination with the CMI 

reference wavemeter being demonstrated better than 

0.1 nm and 0.02 nm respectively. The stability of 

TuPS over two years has been shown to be 0.02 nm 

for both key parameters. 
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Gobabeb test site is one of the instrumented semi-

invariant locations on Earth that is used for 

vicarious post-launch calibration of satellite optical 

sensors. Recent studies suggest that a more site 

specific model of ground BRDF might decrease the 

uncertainty of such calibrations. For this reason a 

sample of sand from Gobabeb test site was collected 

and measured in a laboratory using a 3D 

goniometer. Data are compared to on-site 

measurements and suggested as an empirical base 

for a new site-specific BRDF model. 

INTRODUCTION 

In order to provide accurate data regarding our planet, 

optical sensors of Earth observation satellites require 

precise calibration. While large satellites often have 

on-board calibration devices, such devices age in orbit 

and vicarious calibration methods provide a valuable 

check of stability and inter-sensor biases. The move 

towards smaller and cheaper satellites also demand 

vicarious solutions. For this reason ground based 

reference test sites were developed. They are 

represented by optically semi-invariant locations on 

Earth that can be simultaneously observed by the 

satellites and by the automated ground stations [1]. 

Data from these sites coupled with site-specific Top-

Of-Atmosphere (TOA) models provide satellite 

operators with SI-traceable spectrally-resolved 

reflectances to aid in the post-launch radiometric 

calibration and validation of optical imaging sensors. 

The Gobabeb test site is a part of the Radiometric 

Calibration Network (RadCalNet) and is located on the 

edge of the Namib desert [2]. Its TOA model is based 

on radiative transfer code MODTRAN [3] that 

requires information about the atmospheric conditions 

and surface reflectance as an input. The latter is 

derived from in situ measurements and application of 

Roujean BRDF model that was developed firstly for la 

Crau site [4]. Studies showed that this approach 

provides quite consistent calibration results with an 

uncertainty of 1%-4%. Further developments of the 

test-site, however, suggest that application of more 

site-specific BRDF model will reduce the uncertainty 

associated with non-nadir observations.  

Development of a new BRDF model for a site 

requires a set of SI-traceable empirical data. This is 

challenging on-site due to the changing solar 

illumination and relatively long data acquisition times, 

field conditions vary significantly during in situ 

measurements and increase uncertainty levels up to 

2%. For this reason, laboratory measurements of test 

site ground samples are required. This article describes 

the Gobabeb test site sample, equipment, and 

procedures required for such measurements as well as 

results compared to the in situ measurements. 

GOBABEB TEST SITE GROUND SAMPLE 

Figure 1 shows that the Gobabeb ground consists 

mostly of sand and relatively small-sized gravel. Only 

a small fraction of dried out vegetation and animal 

remnants are present. A sample of this ground was 

collected into 3-litre container and transported to the 

laboratories at NPL and Aalto for further 

characterization and gonioreflectometric BRDF 

measurements. The sample consisted mostly of fine 

sand with the grain size less than 200 µm and gravel 

with diameter ranging from 1.5 mm to 15 mm with the 

average diameter of 6.2 mm. Fractions of intermediate 

size were rare. 

  

Figure 1. Photograph of the ground from Gobabeb test 

site. 5cm long screw (marked with red ellipse) is placed 

on the ground for scale. 
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MEASUREMENT EQUIPMENT AND 

PROCEDURES 

Since the main fraction of the sample of interest is sand 

that is highly loose and volatile material, the only way 

to reliably measure its gonioreflectometric properties 

is to place the sample horizontally and minimize its 

movement during measurements. For this reason, a 

specific 3D goniometer developed at Aalto was used 

(figure 2). 

 

 

 

 

 

 

 

 

 

 

 

The gonioreflectometer consists of a horizontal sample 

holder and multiple arms that move illumination and 

detector around the sample. The device allowed in- 

and out-of-plane 3D BRDF measurements with a 4° 

blind spot around the illumination. An NKT photonics 

supercontinuum laser coupled with laser line tuneable 

filters (LLTF) was used as the illumination source that 

allowed the illumination wavelength to vary from 400 

nm to 2200 nm with spectral bandwidth of 2.5 nm to 5 

nm. The optics allowed to change the beam size from 

5 mm to 20 mm. The light reflected by the sample was 

collected by a parabolic mirror into optical fibre that 

guided collected light to the detection system, which 

allowed 3 different detectors to be chosen: silicon 

photodiode for visible wavelength range, InGaAs 

detector for NIR spectral region (900 nm to 1700 nm) 

and extended InGaAs allowing to expand sensing span 

up to 2070 nm. The repeatability of the instrument was 

better than 0.5%. 

SI-traceability of the 3D goniometer was 

achieved by measuring a spectralon PTFE sample, the 

BRDF of which had been characterised by an absolute 

reference goniometer with an uncertainty of 0.2%. 

Correction factors were derived from the ratio  

between absolute and relative spectralon BRDF 

measurements, giving an estimate of the BRDF of 

Gobabeb test site ground samples with an uncertainty 

of less than 1 %. 

PRELIMINARY RESULTS 

Several measurements of the BRDF of Gobabeb sand 

were performed in the visible range with the 

illumination angle of 0°. Results depicted in figure 3 

show that near-nadir BRDF values measured in 

laboratory are similar in shape, yet lower in value 

compared to in situ values. This is likely due to the 

significantly smaller illumination area which doesn’t 

include bigger gravel pebbles in the measurement 

sample and because of the 4° blind spot around 

illumination that didn’t collect the full reflectance data 

at nadir. This problem, however, should have less 

effect on off-nadir BRDF measurements, which are 

currently in progress. 
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Figure 2. Photograph of the gonioreflectometer used to 

perform BRDF measurements. 

Figure 3. Radiance factors of near nadir observations of 

Ghobabeb sand in visible spectral range in laboratory and in 

situ (RadCalNet data measured on 01.11.2019 at 09:00). 
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We have implemented a radiometric traceability 

concept to provide calibrations to the NDMC. 

With transportable instruments we are able to 

calibrate the typically used GRIPS instruments in 

the spectral range from 1500 nm to 1600 nm with 

a thermal radiance source at radiance 

temperatures of around 110 °C. Here we present 

our experience with this concept exemplarily by 

the results of the calibration at two different 

NDMC sites. 

INTRODUCTION 

The NDMC [1] is an international network of currently 

55 ground-based experiments with emphasis on 

observing the airglow emissions from excited OH- and 

O radicals as well as excited O2 molecules in the 

mesopause region. About one third of these 

instruments are of the so-called GRIPS type (Ground-

based Infrared P-branch Spectrometer) determining 

the rotational temperature of the OH(3-1) vibrational 

transition. 

 

We focus on providing radiometric traceability to 

measurements of theses GRIPS instruments to 

determine the mesopause temperature with sufficiently 

low uncertainty to identify temperature changes at the 

level of 1 K per decade. By Monte-Carlo simulations 

we determined the required uncertainty in terms of the 

relative radiance responsivity calibration of the 

GRIPS instrument to achieve this goal. It needs to be 

better than 0.5 % (k=1) in the wavelength range 

between 1500 nm and 1600 nm. Furthermore, an 

absolute radiance responsivity calibration of the 

GRIPS instruments within the NDMC would allow 

the determination of the OH* radical concentration 

which is directly correlated to the concentration of 

atomic oxygen in the mesopause.  

 

CALIBRATION CONCEPT 

The emission measurements of the OH* radicals are 

performed between 1500 nm and 1600 nm at very low 

radiance levels (around 350 Wm-1sr-1m-2 - equivalent 

to a blackbody radiance temperature of around 110 °C 

at 1550 nm) caused by their low density in the 

mesopause. At these radiance levels and wavelengths, 

the required radiance uncertainty was just achievable 

for laboratory-based calibration procedures at 

National Metrology Institutes. To obtain this low 

level of uncertainty for the NDMC in the field we 

developed a traceability concept (Figure 1) based on 

a radiometrically well-characterized Traveling 

Radiance SOurce (TRSO) and a likewise 

characterized Traveling Reference SPectrometer 

(TRSP).  

 

We identified, characterized, optimized and 

calibrated two suitable instruments for this concept: a 

commercially available infrared plate radiator (Fluke 

4180) as the TRSO and a GRIPS instrument (Andor 

Shamrock 163) typically used by DLR as the TRSP. 

Figure 1. Calibration concept of the GRIPS instrument 

188



For the transfer of the spectral radiance scale from the 

primary radiance standards of the PTB [3] to the 

TRSO with lowest possible uncertainty a dedicated 

Near InfraRed Transfer Radiometer (NIRTR) has 

been developed by the VSL [2] which is able to detect 

the low radiance levels with a sufficiently good 

signal-to-noise ratio and matches closely the optical 

imaging properties of the GRIPS instruments. 

 

Several optimisations of the GRIPS were necessary 

to reach these low uncertainties. The most important 

improvements are a temperature stabilised enclosure 

and a temperature stabilised aperture system to 

minimize the size-of-source effect (SSE) of the 

GRIPS. Furthermore, we have investigated the long-

term stability of different types of the TRSO with the 

NIRTR. 

RESULTS 

With this calibration concept and the improved and 

metrologically well characterized instruments we 

were able to calibrate the GRIPS instruments with 

uncertainties (k=2) from 0.8% to 1.2% (Figure 2) 

 

 

We have validated the long-term stability of the 

GRIPS calibration with multiple calibrations of the 

same instruments at different sites within different 

measurement campaigns. The deviation between the 

calibration which took place at Oberpfaffenhofen 

(OPN) and at the Environmental Research Station 

Schneefernerhaus (UFS) at Zugspitze are shown in 

Figure 3. The deviation between these two 

calibrations is well within the combined uncertainty. 

This clearly shows that there is practically no 

significant impact of the transport of the calibration 

instrumentation and that the calibration concept is 

able to provide sufficiently good traceability to the 

NDMC. Part of the radiometric characterization of 

the TRSP was, additionally, the wavelength 

calibration which was done with a high precision 

narrowband tuneable laser source in combination 

with an integrating sphere. These measurements 

provide precisely the wavelength scale but, 

furthermore, give information about spectral 

straylight and the spectral response function of the 

instruments. This enables a spectral deconvolution of 

the measured spectra and thus an improved 

determination of the required line intensities. 

 

 

CONCLUSION 

 

We will show the results of the first on-site 

calibrations with the combination of TRSP and TRSO 

with respect to their transportability, radiometric 

stability and the achievable uncertainties  
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Figure 3. Ratio of spectral radiance between to 

measurement campaigns which took place at OPN and 

UFS. 

Figure 2. Result of the spectral radiance responsivity 

calibration of the GRIPS instrument and its uncertainty. 
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The air-LUSI instrument is developed around a 

spectrograph fiber-coupled to a telescope.  The 

system is designed to make highly accurate SI-

traceable measurements of the lunar spectral 

irradiance in the VNIR region from an aircraft at 

elevations from 60,000 feet to 70,000 feet.  Five 

air-LUSI Demonstration Flights were conducted 

in November 2019 corresponding to lunar phase 

angles ranging from 10o to 60o.  This presentation 

discusses the lunar irradiance measurements, the 

resultant uncertainty budgets, and the path 

forward to achieve uncertainties of 0.5 % or less 

in lunar irradiance. 

INTRODUCTION 

The Moon is an attractive exo-atmospheric 

calibration target for space-based sensors that observe 

the Earth because the lunar surface is photometrically 

stable, flux levels approximate those from the Earth, 

and no atmospheric corrections need to be applied for 

the calibration.  While many sources of uncertainty 

that arise when vicariously calibrating sensors using 

land targets are eliminated, lunar measurements are 

complicated – though predictable – because the lunar 

irradiance is a function of the relative positions of the 

Sun, Moon, and Observer (spacecraft) among other 

variables.  The United States Geological Survey 

(USGS) has developed the Robotic Lunar 

Observatory (ROLO) Model of Top-Of-the-

Atmosphere (TOA) lunar reflectance/irradiance, 

which accounts for changes in lunar irradiance as a 

function of these variables.  The USGS ROLO 

model - and the Global Space-based Inter-Calibration 

System (GSICS) Implementation of the ROLO model 

(the GIRO model) - represent the most precise 

knowledge of lunar spectral irradiance and are used 

frequently as a relative calibration standard by space-

borne Earth-observing sensors.  However, the 

current uncertainties in the ROLO Model are 

estimated to be between 5 % and 10 % in the Visible 

to Near InfraRed (VNIR) spectral region and are not 

traceable to the International System of Units (SI); 

consequently, the Moon is not used as an absolute 

standard.   

The objective of the air-LUSI project is to make 

highly accurate (sub-0.5 % uncertainty), SI-traceable 

measurements of the lunar spectral irradiance in the 

VNIR region from an aircraft at altitudes from 60,000 

feet to 70,000 feet.  Air-LUSI measurements, 

corrected for residual atmospheric attenuation, are 

designed to provide a data set of low uncertainty TOA 

lunar irradiances at known lunar phase and libration 

angles to be compared and integrated with other lunar 

irradiance data sets.   

AIR-LUSI INSTRUMENT 

A schematic diagram of air-LUSI is shown in Figure 

1 as it is mounted in the aircraft.  The instrument is 

mounted on one of two ER-2 wing pods. Each pod 

has three sections: an aft-body, a mid-body and a fore-

body.  The aft-body is open to the environment and 

during lunar measurements is at an atmospheric 

pressure ≈ 0.06 atm and a temperature ≈ -60 oC.  The 

mid-body is kept at a pressure of 1/3 atm and a 

temperature of 0 oC.  The instrument enclosure is 

mounted in the mid-body and fiber-coupled through 

the bulkhead to the telescope mounted in the aft-body.   

 Heaters control the temperatures of the instrument 

enclosure, the fiber-optic bundles, the integrating 

Figure 1. Schematic design of air-LUSI. 
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sphere detector on the telescope and the actuators that 

control pointing of the system. 

MEASUREMENTS OF LUNAR IRRADIANCE 

The instrument was successfully integrated into a 

wing pod of an ER-2 research aircraft at NASA’s 

Armstrong Flight Research Center and five 

Demonstration Flights were conducted in November 

2019 covering lunar phase angles from ≈10o (Flight 1) 

to ≈60o (Flight 5). 

The lunar irradiance averaged over the full lunar 

data sets from each night of measurements is shown 

in Figure 1.  Estimated uncertainties in the 

measurements of lunar irradiance are shown in 

Figure 2.  Only one uncertainty budget is shown 

because there is only a small difference in the 

uncertainty budget as the phase changes from 10o to 

60o.  The uncertainty is less than 1 % from 400 nm 

to 1000 nm. 

DISCUSSION 

While the target uncertainties are less than 0.5 %, SI-

traceable TOA lunar irradiances with higher 

uncertainties are very useful.  An SI- traceable, TOA 

lunar irradiance data set with uncertainties less than 

1% could meet many sensor calibration uncertainty 

requirements and include the ability to bring inter- 

Figure 1. Mean lunar irradiances measured by air-LUSI 

during Demonstration Flights in November 2019. 

Figure 2. Lunar irradiance uncertainty budget. 

consistently between contemporary missions and 

across series of missions by using a common, stable 

reference. 

The air-LUSI measurements may also resolve 

questions about the origin of differences between 

sensor measurements of the lunar irradiances and 

model predictions.  Figure 3 shows the ratio of 

measurements by seven different instruments to the 

ROLO Model, 6 US instruments and 1 non-US 

instrument, shown in red in Figure 3.  Instrument 6 

is the only ground-based instrument in the 

comparison; it measured the lunar irradiance at two 

different phases, 6.9o and 16.9o.   

This presentation discusses the results of the air-

LUSI Demonstration Flights, focusing on the 

development of the uncertainty budget. 

Figure 3. Ratio of measurements by different instruments 

to the ROLO Model. 
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A robust SI-traceable pre-flight characterisation 

and radiometric calibration of satellite Earth 

Observation sensors is critical to maximising the 

value obtained from the data provided by our on-

orbit environmental monitoring infrastructure. 

The NPL STAR-CC-OGSE pre-flight satellite 

sensor calibration and characterisation system has 

been designed as a generic OGSE facility capable 

of meeting the needs of the next generation of 

sensors. The STAR-CC-OGSE incorporates a 

fully automated tuneable CW laser system and is 

available on a lease basis to provide a cost-effective 

OGSE solution to the EO community.    

INTRODUCTION 

Reliable characterisation and radiometric calibration 

of satellite sensors are critical to their optimal 

performance on-orbit. Only through a robust 

understanding of the instrument behaviour, 

performance and degradation mechanisms will the 

significant effort and expense invested into the flight 

hardware be fully exploited. 

     The evolution of the uses of satellite sensor data, 

with their increased use in long-term environmental 

monitoring and climate studies mean that the 

performance and data quality provided by a single 

sensor can no longer be considered in isolation but 

needs to be considered as a part of the international 

Earth Observation (EO) infrastructure. Sensor data is 

increasingly used synergistically; across individual 

platforms & constellations, across space agency 

providers and across spectral domains and 

measurement techniques.  

    The drive for improved performance, increased 

sensitivity to geophysical phenomena, together with 

the desire for inter-operability between sensors 

creates increased demands on the pre-flight 

characterisation and radiometric calibration of 

sensors and the facilities needed to undertake these 

activities. This paper describes the developments 

made at NPL to create the facilities needed to service 

the next generation of optical band and hyperspectral 

satellite sensors.     

OPTICAL GROUND SUPPORT EQUIPMENT 

REQUIREMENTS 

Sensor pre-flight characterisation and calibration 

facilities are better known as optical ground support 

equipment (OGSE). The purpose of an OGSE is to 

determine the sensor performance over a few broad 

categories including: 

 

• Geometric performance / Image quality 

• Channel/Band co-registration  

• Spectral calibration / Out-of-band rejection 

• Radiometric calibration 

• Polarisation sensitivity  

• Non-linearity, non-uniformity response etc.  

 

The methods employed have advanced over time but 

routinely use broadband white light and emission 

lamp sources projected through an optical test card 

providing a known illumination against which to test 

the sensor performance. The specific requirements of 

the sensor, determined by its footprint, FoV, spectral 

extent & resolution, nominal radiance and required 

sensitivity typically results in a bespoke OGSE 

needed to meet the specific sensor requirements. For 

large-scale multi-sensor series programmes, a 

bespoke solution may remain the preferred solution. 

However, for single/few unit explorer missions, 

commercial constellations and more agile sensor 

development programmes, the expense & post-use 

redundancy of a bespoke OGSE system may be 

prohibitive.  

THE STAR-CC-OGSE SYSTEM 

NPL has developed a generic OGSE system, the 

Spectroscopically Tuneable Absolute Radiometric 

calibration & characterisation OGSE (STAR-CC-

OGSE), a versatile facility for the radiometric 

calibration and calibration of satellite sensors, 

available through a cost-effective lease arrangement.  

    The system is provided fully characterised, 

calibrated and performance verified, with an easy to 
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use software interface that allows fully automated 

remote operation from the customer interface. The 

system can be installed at a customer cleanroom 

facility or operated at NPL with a customer-supplied 

sensor. The main components of the STAR-CC-

OGSE system are: 

 

• A large aperture integrating sphere source for 

radiometric calibration 

• A collimated beam source, equipped with an 

interchangeable, position fine-tuneable feature 

field mask for optical performance 

characterisation 

• A CW laser allowing monochromatic 

continuous tuneability from 270 nm to 2700 nm, 

with a broadband (white light) source extending 

over the same spectral extent. 

• A vacuum-compatible SI-traceable radiance 

detector module containing both broadband 

photodiodes & a spectrometer. 

 

The laser illumination interface to either the small 

mask illumination sphere, large radiance sphere or 

direct to the field mask allows fully tuneable 

monochromatic illumination for all characterisation 

and calibration modes. Figure 1 shows a CAD model 

of the on-table assemblies.  

 

 
Figure 1. A CAD rendering of the STAR-CC-OGSE 

system. The collimator setup is to the left, the large sphere 

radiance source to the right, together with the polariser and 

shutter assemblies. The laser system and electronics rack 

(not shown) are connected to the on-table assembly via 

fibre & cable links.    

 

SI-traceability via a vacuum-compatible detector-

based module, that can be installed at the sensor-

under-test entrance aperture, ensures the radiance at 

the sensor-under-test is directly measured with an 

uncertainty far superior to a source-derived 

calibration reliant on additional transmission 

measurements and modelling. Some of the system 

performance parameters are given in Figure 2 & 

Figure 3 

 

 
Figure 2. The STAR-CC-OGSE system radiometric and 

polarisation performance parameters.  

 

 
Figure 3 The STAR-CC-OGSE physical performance 

parameters.  

SYSTEM STATUS 

At the time of writing the STAR-CC-OGSE is 

undergoing final performance testing, with delivery 

to the initial lease customer in Spring 2020. This 

paper will describe the STAR-CC-OGSE system, the 

outcome of the verification testing and system 

performance.     
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The HyperSpectral Imager for Climate Science 

(HySICS), to be flown as the CLARREO 

Pathfinder payload in 2023, is a spatial/spectral 

pushbroom imager achieving 6 nm of spectral 

resolution with 0.5-km spatial resolution for Earth 

scenes viewed from its platform on the 

International Space Station. Covering 350 to 2300 

nm and having a 70-km swath, the HySICS will 

acquire images of the Earth’s ground and 

atmosphere with unprecedented radiometric 

accuracies of <0.3% (k=1) achieved via on-orbit 

calibrations using the spectral solar irradiance. 

These high radiometric accuracies enable 

benchmarking of Earth radiances for climate 

studies and provide reference calibrations for 

other on-orbit Earth-viewing sensors. 

CLARREO RADIOMETRY 

The 2007 U.S. Academy of Sciences Decadal Survey 

for Earth Science recommended the Tier 1 mission 

CLARREO (Climate Absolute Radiance and 

Refractivity Observatory) [2] to acquire high-

accuracy, climate-benchmarking spatial/spectral 

radiances of the Earth's surface and to provide 

reference calibrations for other on-orbit sensors. The 

more recent 2018 Decadal Survey similarly 

prioritized reference radiance inter-calibrations as 

one of its “Most Important Targeted Observables,” 

providing on-orbit SI traceability for other programs 

such as the Global Space Based Inter-Calibration 

System. To achieve these climate-benchmarking and 

inter-calibration capabilities, the space-borne 

imaging spectrometer for the CLARREO requires 

radiometric-accuracy improvements that are 4 to 8x 

better than any currently-flying spectrometer 

provides, necessitating innovative new on-orbit 

measurement techniques. 

The HyperSpectral Imager for Climate Science 

(HySICS) is currently in development for the NASA 

CLARREO Pathfinder (CPF), a low-cost, Class-D 

mission planned for launch to the International Space 

Station (ISS) in 2023 for a 1-year mission to 

demonstrate both the CLARREO-needed on-orbit 

radiometric accuracies and reference calibrations of 

other space-based assets. The two primary goals of 

this mission are to demonstrate 1) on-orbit, high-

accuracy, SI-traceable calibrations for measurements 

of Earth-reflected radiances in the solar-spectral 

region, and 2) the ability to transfer calibrations to 

other on-orbit sensors, in particular the VIIRS and 

CERES as proof-of-concept. The instrument will also 

acquire lunar radiances at various phase and libration 

angles to improve the knowledge of the Moon as an 

on-orbit calibration source. A two-axis HySICS 

pointing system enables target selection (Earth-nadir, 

Sun, Moon, and off-nadir for reference-calibration 

coincidence pointing with other instruments). 

The CLARREO Pathfinder is currently in Phase 

C with intended installation in the ISS ExPRESS 

Logistics Carrier #1 Site #3. 

HYSICS CALIBRATION APPROACH  

The radiometric uncertainty goal for the Pathfinder 

HySICS is 0.3% (k=1), which is much better than any 

current spaceflight reference detector or calibration 

light source is capable of providing. Instead of either 

of these traditional detector- or source-based 

calibration approaches, the HySICS relies on on-orbit 

calibrations provided by direct views of the spectral 

solar irradiance (SSI), which is known on an absolute 

SI-traceable scale to ~0.2% from other space-based 

instruments such as the TSIS-1 Spectral Irradiance 

Monitor [2].   

Two signal-attenuation approaches enable the 

HySICS’s direct views of the Sun for these SSI cross-

calibrations: 1) knife-edged apertures of different 

sizes prior to the telescope entrance limit the amount 

of entering light by precisely-known amounts, giving 

~10-3 attenuation due to geometric area between a 2-

cm diameter Earth-viewing aperture and a 500-µm 

diameter Sun-viewing aperture; and 2) changes in 

focal-plane-array (FPA) integration times coupled 

with well-characterized detector linearity provide 

similar levels of attenuation. In conjunction, these 

two attenuation methods enable viewing both the 

Earth and the Sun with the same optical system 
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despite the 106 difference in radiances. A prototype 

HySICS demonstrated these attenuation approaches 

and the desired radiometric accuracy improvements 

during two high-altitude balloon flights under a 

NASA Earth Science Technology Office program [1]. 

Estimated CPF HySICS uncertainties across the 

spectral range are shown in Figure 1. 

HYSICS OPTICAL DESIGN 

The HySICS is an Offner-based imaging 

spectrometer that contiguously covers 350 to 2300 

nm with 6-nm spectral resolution (3.1-nm sampling). 

The nadir-looking instantaneous field-of-view is 

130 m (instrument-intrinsic 67 arcsec) sampling a 

cross-track swath width of 71 km with a 10.1° field 

of view from the ISS's orbit altitude. An orthogonal 

arrangement of the optical planes of the four-mirror 

anastigmat telescope (4MA), providing imaging for 

the spectrometer, and the Offner reduces instrument-

induced polarization to <0.1% from 350 to 1800 nm 

and <0.2% above 1800 nm. These low polarization 

sensitivities are needed for maintaining radiometric 

accuracy from scenes of unknown polarization. An 

aperture wheel prior to the imager’s 4MA allows 

selection of Earth- and solar-viewing apertures. 

Cross-track observations of Earth scenes acquire 

spatial/spectral information of the ground and 

atmosphere. Cross-slit scans of the Sun give 

composite measurements of the SSI, to which the 

HySICS is radiometrically referenced to SI. Along-

slit solar scans enable flat fielding in the instrument’s 

solar-viewing configuration, while a transmissive 

diffuser in the aperture wheel enables Earth-viewing-

geometry flat fielding. A Hg/Ar pen-ray lamp 

provides on-orbit wavelength calibrations across the 

spectral range. 

This full spectral range is spanned by a single 

HgCdTe FPA with 100% fill-factor pixels in a 

640x480 format to acquire spatial/spectral images. 

The high-speed CMOS design includes an electronic 

global shutter allowing precise control of integration 

timing needed for known attenuation control. With 

nominal 15-Hz sampling, ground images have an 

along-track smear-limited 500-m spatial resolution; 

cross-track pixels are binned to the same resolution in 

Level-1 data products. Read-out noise is <100 e-. 

Dark current and thermal backgrounds are reduced 

with the FPA’s 150 K operating temperature, reducing 

uncertainties. 

SUMMARY 

The Sun is the most accurately-known and most 

stable radiometric light source in space. Using direct 

views of the spectral solar irradiance to provide on-

orbit radiometric calibrations, the HySICS transfers 

this SI-traceable source to Earth reflectances with 0.3% 

uncertainties. This methodology is intended to 

provide needed radiometric accuracies for long-term 

climate studies and to improve, via inter-calibrations, 

measurements from other on-orbit sensors. The 

CLARREO Pathfinder is implementing the HySICS 

and this SI-traceable on-orbit calibration approach 

from the ISS starting in 2023. This mission is 

intended to demonstrate: current state-of-the-art in 

establishing traceability in orbit; new observations 

and climate-sensitivity detection capabilities and 

concepts; needed measurements, timescales, and 

accuracies for long-term climate studies; and 

reference calibrations to other on-orbit assets using 

identical viewing-geometries of targets. 
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Figure 1. Estimated HySICS uncertainties with dominant 
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(black curve) to give a mean radiometric uncertainty of 

0.27% across the spectrum. 
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Reliable climate change monitoring requires high-

quality long-term time series of atmospheric and 

surface remote temperature measured with space-

borne radiometric IR instruments. This task can 

be solved through the development of 

incorporating the phase transition phenomenon 

space-borne blackbodies with an increased 

stability intended for IR instruments in-flight 

calibration. For the said purpose a number of 

phase-change materials (PCMs) with melt-freeze 

temperatures/fixed points located in the dynamic 

temperature range of Earth observation systems 

(~ 230÷350 K) are potentially applicable [1, 2]. 

Space-flight experiments on the melt-freeze 

transition in zero gravity of potentially applicable 

PCMs ‒ individual substances and eutectic alloys ‒ 

are absolutely necessary in the sequence of works 

on developing the novel space-borne standard 

fixed-point blackbodies. 

SPACE-FLIGHT EXPERIMENT "KALIBR" – 

AN ESSENTIAL STEP ON THE WAY 

The need for space-flight experiments follows from 

the fact that phase transition thermometric 

characteristics of a blackbody's working 

substance/PCM may alter in zero gravity. And for this 

reason characteristics of a fixed-point blackbody 

itself may alter in zero gravity as well. 

In the line with this, the space-flight experiment 

"Kalibr" had been performed in 2014 on board the 

"Foton-M" #4 reentrant vehicle by using the space-

borne standard blackbody test model (KALIBR) 

based on the melt transition of Ga (~ 303 K). The 

melting plateaus of Ga in zero gravity had been 

obtained, and performance of the space-borne low-

temperature fixed-point blackbody test 

model/prototype KALIBR was investigated [3, 4]. 

NEW In-Bi EUTECTIC FIXED POINT 

Along with Ga, the eutectic alloys Ga-In, Ga-Sn, and 

Ga-Zn as potentially suitable PCMs will be examined 

in zero gravity in the upcoming experiment on board 

the ISS ("Reper-Kalibr", stage 1). On ground 

preliminary experiments showed that these 

substances are really promising regarding the task of 

developing space-borne fixed-point blackbodies [5]. 

At the same time, having the melt temperatures quite 

close to each other they form a rather narrow "on-

orbit calibration scale" (~ 289÷303 K). 

This makes highly desirable to involve some 

other PCMs in addition to the aforesaid substances. 

With the use for this purpose the In-Bi eutectic 

system (~ 345 K) and water "the on-orbit calibration 

scale" will be significantly expanded (~ 273÷345 K). 

For this reason, the In-Bi eutectic system was 

chosen as a PCM for the space-borne fixed-point 

blackbody test model KALIBR-2 being developed for 

the same name space-flight experiment on board the 

"Bion-M" #2 reentrant vehicle. 

Laboratory study of the new In-Bi fixed point. In 

compliance with the specificity of space application 

the new fixed point on the basis of the In-Bi eutectic 

system was preliminary studied in small cells (in the 

same way as in previous work [5]). More precisely, 

the "In-Bi fixed point" (~ 345 K / ~ 72,5 ºC) is the 

melt temperature of the In-In2Bi eutectic alloy – a 

domain in the In-Bi phase diagram [6]. Three samples 

of the In-In2Bi alloy of different compositions were 

studied; typical melting plateaus are showed in the 

figure 1. 

 

 

Figure 1. Melting plateaus of three samples of In-In2Bi: 

1 - 33,3 mass % Bi (approximate eutectic composition) 

2 - 37,1 mass % Bi (hypereutectic composition) 

3 - 24,0 mass % Bi (hypoeutectic composition) 
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In agreement with the theory melting plateaus of 

the sample close to eutectic composition and two 

other samples are found in practically the same 

temperature range. Though the melting plateaus of 

the hyper- and hypoeutectic alloys are shorter than 

one of the alloy close to eutectic composition (also in 

agreement with the theory) their quality is 

nevertheless quite appropriate: they last long enough, 

and irrespective of the plateau duration temperature 

drift at all plateaus does not exceed 30 mK (Fig. 1). 

What is even more important regarding the final 

goal to ensure in-flight stability of space-borne IR 

instruments characteristics at the required level [2] – 

through the development of the novel high-stable 

space-borne blackbodies – that is a very good 

repeatability ~ 3 mK (1σ) of the In-Bi melting fixed 

point  discovered in these experiments. (For 

simplicity, hereinafter we shall use the term "the In-

Bi fixed point": by constituent elements.) 

So, the ground-based study showed that the In-

Bi eutectic system is a promising PCM for a space-

borne fixed-point blackbody what explains the 

orientation of the space-flight experiment "Kalibr-2". 

FUTURE SPACE-FLIGHT EXPERIMENTS 

INVOLVING THE In-Bi FIXED POINT 

INVESTIGATION IN ZERO GRAVITY 

Space-flight experiment "Kalibr-2". Just like the 

experiment "Kalibr", the "Kalibr-2" pursues two 

interrelated goals. Firstly, investigation in zero 

gravity of the In-Bi eutectic system as a PCM for the 

perspective space-borne fixed-point blackbody with 

operational temperature ~ 345 K. The availability of 

such a blackbody should noticeably improve the 

quality of in-flight calibrations. And plus, testing of 

the space-borne standard blackbody prototype per se 

(in this case – utilizing the In-Bi fixed point). 

Space-flight experiment "Reper-Kalibr". The 

space-flight experiment "Reper-Kalibr" as a whole 

(stages 1, 2) implies more thorough investigation of 

zero gravity influence on characteristics of a row of 

eutectic fixed points in connection with their use in 

the perspective space-borne calibration blackbodies. 

As for the In-Bi eutectic fixed point, it will be 

examined at the stage 2 of the "Reper-Kalibr". 

As compared with the eutectic alloys on the 

basis of Ga (Ga-In, Ga-Sn, and Ga-Zn) which are the 

objects of investigation at the stage 1, the In-Bi 

eutectic system is even more interesting from a 

scientific perspective. (Another object of the stage 2 

of the "Reper-Kalibr" ‒ water ‒ is also highly 

interesting from a scientific viewpoint.) The thing is, 

atomic weights of In and Bi differs among themselves 

more than atomic weight of Ga, on the one hand, 

differs from ones of In, Sn, and Zn, on the other hand. 

This fact makes the In-Bi eutectic system more 

"sensitive" to gravity. 

Space-borne fixed-point blackbody prototype 

KALIBR-2 based on the In-Bi eutectic system. 

Coming back to the "Kalibr-2" space-flight 

experiment, it should be pointed out that its primary 

goal is nevertheless rather practical than scientific: 

testing the space-borne standard fixed-point 

blackbody prototype. This experiment will be helpful 

for developing a reasonable number of the space-

borne calibration blackbodies with an increased 

stability which operational/fixed-point temperatures 

are within the dynamic temperature range of Earth 

observation systems (~ 230÷350 K). 

The use of the new In-Bi eutectic fixed point for 

the said purpose enables to create a space-borne 

blackbody with operational temperature almost at the 

upper limit of the dynamic temperature range. Such a 

noticeable expansion of "the on-orbit calibration 

scale" ensures more qualified in-flight calibration of 

space-borne radiometric IR instruments operating in 

the dynamic temperature range, whose measurements 

are critical for reliable climate change monitoring. 
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Abstract 

An Earth observing satellite sensor’s capability to robustly demonstrate SI traceability on-orbit at 
the uncertainty levels required by science data products is challenging.  Dedicated on-orbit 
instrumentation and measurements of solar, lunar, and world reference calibration/validation 
sites established by the international Committee on Earth observation satellites (CEOS) are used 
to evaluate system performance and constrain measurement uncertainties.  To meet future 
mission objectives such as climate quality observations by SI-traceable space-based reference 
observatories, for example the US Climate Absolute Radiance and Refractivity Observatory 
(CLARREO) [1] and EU Traceable Radiometry Underpinning Terrestrial and Heliostudies (TRUTHS) 
[2] instruments, the current state-of-the art satellite sensor measurement uncertainties need to 
be reduced by an order of magnitude. Clearly, advancement of current technologies for 
establishing SI traceability as well as development of new characterization and calibration 
capabilities will be necessary to achieve future mission uncertainty requirements. 
 
The objective of the program is to develop a dynamic Ground-to-Space Laser Characterization 
(GSLC) system that advances the capabilities of Earth observing satellite sensors.  SI-Traceable 
Space-based Climate Observing Systems (COS) have the lowest uncertainty requirements and 
illumination of sensors on these systems by the GSLC system would provide a robust evaluation 
of the concept.  Possible COS sensors to illuminate would include the Reflected Solar 
spectrometer of the CLARREO Pathfinder Mission on the International Space Station starting in 
2023 [1], and the hyperspectral imager for measurements of Earth reflected solar radiation of 
the TRUTHS mission.  Both will be in Lower Earth Orbits (LEO orbits) and can point, a requirement 
for experiments using the GSLC system.  The TRUTHS mission includes a Cryogenic Solar Absolute 
Radiometer (CSAR) that holds the scale for the TRUTHS mission and up to 10 lasers to transfer 
the scale to the hyperspectral instrument.   
 
In this presentation, development of a Ground-to-Space Laser Characterization (GSLC) system 
that provides extensive on-orbit diagnostic capabilities for Earth remote sensing systems is 
discussed [3, 4].  In its simplest configuration, broadly tunable narrow-band lasers are introduced 
into the GSLC system, for example using NASA’s GLAMR system [5] or NIST’s SIRCUS system [6].  
In this configuration, the GSLC can illuminate an instrument similar to TRUTHS and use its on-
board SI-traceable reference instrument, for example the CSAR on TRUTHS, to transfer the scale 
and thus, absolute SI-traceable measurements by the satellite sensor is feasible.  Demonstrating 
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additional capabilities, the GSLC system can project dynamic, user-defined calibration source 
distributions, in principle.  
  
Previous demonstration studies include successful illumination of the Global Lightning Mapper 
on GOES-16 and 17 [7].  The GSLC system has leveraged advances in free-space optical 
communications technologies, including demonstrations such as the Lunar Laser 
Communications Demonstration [8], and laser beam transmittance through the atmosphere.  
The performance of illumination systems designed to reduce scintillation will be evaluated using 
sensors mounted on aircraft.  Satellite sensor measurements of the GSLC illumination system, if 
successful, lay the foundation for an entirely new approach to in situ characterizations of satellite 
sensors.   

*point-of-contact.  (address) NIST, 100 Bureau Drive, Mail Stop 8444, Gaithersburg, MD 20899; 
(email) swbrown@nist.gov; (phone) 301.975.5167. 
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The spectral radiant intensity of synchrotron 

radiation can be accurately calculated by the 

Schwinger formula, thus making electron storage 

rings primary sources. This fact has been used by 

PTB at several electron storage rings, which have 

been optimized to be operated as primary source 

standards, for the calibration of transfer sources 

in the spectral range of the UV and VUV for 

almost 30 years. Currently, we operate the 

electron storage rings BESSY II and MLS as 

primary source standards. The transfer sources 

are compared to the respective primary source 

standard by means of a suitable, wavelength-

dispersive transfer station at each of the storage 

rings. The spectral region from 7 nm to 400 nm is 

covered, which is unique in the world. For the 

dissemination of this radiometric scale in the short 

wavelength spectral region, PTB operates transfer 

sources that are based on a hollow cathode 

discharge. We report on the status of these VUV 

transfer sources.  

INTRODUCTION 

Electron storage rings optimized for radiometry can 

be used as primary radiation source standards, the 

spectral intensity of which can be accurately 

calculated within classical electrodynamics by the so-

called Schwinger formula [1]. So, using synchrotron 

radiation for radiometry gives access to the UV, VUV 

and X-ray spectral region [2, 3] and thus considerably 

expands the spectral region as compared to that 

covered, e.g., by blackbody radiators. 

Since the late seventies, PTB has been taking 

advantage of this (besides a multitude of other 

applications [4]) for the traceable calibration of 

radiation sources. 

CALIBRATION OF TRANSFER SOURCES 

Transfer sources are compared to the primary source 

by means of wavelength-dispersive transfer stations. 

The transfer station either accepts radiation from the 

primary source or from the transfer source under test. 

The source point of either source is imaged into an 

entrance aperture of a wavelength-dispersive 

monochromator, which represents the core of the 

transfer station. In the first orientation, the spectral 

sensitivity of the transfer device is determined and in 

the second orientation it is used then for a traceable 

calibration of the transfer source. PTB operates a 

transfer station [5] at the electron storage ring BESSY 

II primary source standard [6] which covers the 

spectral range from 40 nm to 400 nm and a station at 

the MLS primary source standard [7], which covers 

the spectral range from 7 nm to 40 nm [8, 9]. The 

transfer source can be either characterized in terms of 

spectral radiance or spectral radiant intensity. In the 

first case, only a part of the radiating source area is 

accepted by the entrance aperture of the transfer 

device. Details of the calibration principle and the 

uncertainty budget can be found in [8, 9]. 

At PTB, source-based calibrations in the short 

wavelength range below 120 nm are mainly 

performed within scientific co-operations, focusing 

on the calibration of space instruments [10, 11] and 

related transfer sources. In this paper we focus at 

these transfer sources. In the spectral region with 

wavelengths longer than 116 nm, i.e. the spectral 

region where the radiometric scale can be 

straightforwardly disseminated by means of 

deuterium (D2) lamps as transfer standards, 

calibrations are handled within the normal PTB 

calibration service [12]. 

 VUV TRANSFER SOURCES 

Currently PTB operates two VUV transfer sources, 

both of which are based on a hollow cathode of the 

same kind. These sources have been developed by 

PTB in the 1980s for the calibration of the CDS 

spectrometer and SUMER spectrometer of the SOHO 

mission, respectively. The CDS source uses a Wolter 

telescope for the collimation of the radiation to a 

beam with 5 mm in diameter and works in the 

spectral range from 7 nm upwards. The SUMER 

source uses an Au coated mirror under NI reflection 
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for collimation. It delivers a beam of 10 mm in 

diameter, but due to the NI reflection its use has been 

limited to wavelengths longer than about 50 nm. To 

benefit from this larger beam diameter also in the 

shorter spectral range, the Au coated mirror was 

recently replaced by a multilayer mirror with 

reflectivity as shown in Fig.1. The comparison of the 

SUMER source signal before and after the 

modification is shown in Fig. 2. The short wavelength 

Ne spectral lines are now also emitted by the source 

with only moderate less output at the longer 

wavelength spectral region.   

  

 

Figure 1. Measured reflectivity of the new SUMER 

transfer source collimation mirror.  

 

Figure 2. Example for the short wavelength range covered 

with the SUMER transfer source operated with Ne 

discharge before (top trace) and after (bottom trace) 

replacement of the collimation mirror. 

 

After this replacement, the spectral range, which 

previously could only be covered by the CDS source, 

now also is served with the SUMER source. This 

enables the calibration over a wide spectral range 

with only one source and thus considerable facilitates 

the calibration procedure. 
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 We present a primary standard for spectral total 

reflectance in Mid-IR region in KRISS, which is 

based on the 3rd Taylor method with 8°/d geometry. 

We also introduce a working standard based on a 

comparison method using a reflectance reference 

that is calibrated with our primary standard. 

Some manufacturing techniques and simulation 

works are presented as well. This measurement 

capability has been dedicated to supporting a 

number of ground reference reflectance targets in 

Mid-IR region for vicarious calibration of satellite 

sensors.  

INTRODUCTION 

Recent climate change study has required more 

accurate satellite-derived land surface temperature 

(LST) products that are traceable to SI-based unit, so 

that highly reliable prediction for global warming can 

be carried out under global networking [1]. The LST 

products need calibration/validation on a regular 

basis against some ground reference targets with 

spectral emittance measured. Having relationship 

with research partners in Korea Aerospace Research 

Institute (KARI) on this study since 2015, we have 

built primary and working standards for spectral total 

reflectance to provide a number of the ground 

reference targets with spectral emittance assigned. 

The reflectance (R) practically represents the 

emittance (E) in its simplest form as E = 1 - R 

according to Kirchhoff’s law when materials have no 

transmittance. In this presentation, we are going to 

introduce our primary and working standards for 

spectral total reflectance in Mid-IR region, show 

some measurement results for different samples, and 

compare them with those measured in NIST. 

PRIMARY STANDARD INSTRUMENT 

Our primary standard for spectral total reflectance in 

Mid-IR region is based on 3rd Taylor method with 

8°/d geometry. The measurement instrument includes 

an integrating sphere with a diameter of 15 cm and an 

MCT detector combined with a collimator on top of 

it as shown in Fig.1. The collimator functions as a 

concentrator used in NIST setup [2], and also defines 

the field of view of MCT detector in the throughput 

of the integrating sphere. The integrating sphere has 

a sample port with a diameter of about 2.5 cm.  

Figure 1. Primary standard instrument 

 

The sample measurements with this instrument are 

made in a chamber that is integrated with a FTIR 

spectrometer, allowing operation in either vacuum or 

purging mode. Measurement on a certain sample was 

carried out in purging mode in KRISS and NIST by 

turns, and the comparison of the measurement results 

is shown in Fig. 2. 

Figure 2. Comparison of KRISS and NIST 

measurement results  

 

A slight discrepancy between KRISS and NIST were 

observed, but considering an expanded uncertainty of 

3 % in NIST measurement, we believe that it is well 
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agreed with each other. One more thing noticeable 

here is that we had some noise-like kinks around 2.7 

μm and 6.3 μm, which was we thought due to 

absorption of water vapour still remained in the 

chamber. The evaluation of our measurement 

uncertainty is in progress.  

WORKING STANDARD INSTRUMENT 

Basic configuration of working standard for spectral 

total reflectance in Mid-IR region is substantially the 

same as that of our primary standard, but the only 

difference is in the design of integrating sphere used.  

It has two ports for sample and reference as shown in 

Fig 3. The sample mount is designed to be able to 

hold various shapes of samples with different sizes. 

Figure 3. Working standard instrument 

 

This instrument is set in another vacuum chamber that 

is also integrated with the FTIR spectrometer as 

shown in Fig. 4  

Figure 4. Overall configuration of primary and 

working standard instruments with FTIR 

spectrometer 

 

The angular movement of integrating sphere 

assemblies in primary and working standard 

instruments and the signal measurement with the 

FTIR spectrophotometer are controlled and made by 

a computer program.  

REFERENCE PLATES 

Diffuse reference plates with a reflectance of more 

than 95 % in Mid-IR region were fabricated by our 

own technique. Figure 5 shows some reference Al 

plates before being electroplated with gold.  

Figure 5. Al plates sprayed with different sizes of Al 

particles on top of it (#, mesh number)   

 

We differentiated surface roughness of the plates to 

find the best Lambertian reflection condition. We 

found some plates after being electroplated with gold 

had a very good Lambertian reflection with a 

reflectance of more than 95 % over the wavelength 

range of interest, which is the best performance to our 

knowledge among others reported so far including 

commercialized products.  

CONCULSION 

We have built primary and working standards for 

spectral total reflectance in Mid-IR region in KRISS. 

Some samples made in KRISS were measured with 

KRISS primary standard. The measurement results 

were compared with those measured in NIST, which 

has a good agreement with each other. We hope that 

we can provide SI traceable calibration services for 

the Mid-IR spectral total reflectance with well-

defined uncertainties to industries from 2021.  
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EURAMET established the European Metrology 

Network (EMN) for Climate and Ocean 

Observation to support the observation expert 

communities to engage with metrologists at 

national metrology institutes and to coordinate 

European metrological research in response to 

community needs. The EMN has carried out a 

survey of what its stakeholders need from 

metrology. We present the results of that survey 

for satellite and related radiometric observations. 

METROLOGY IN CLIMATE 

MEASUREMENT 

Observations of essential climate variables (ECVs) 

and related environmental quantities made by 

satellites and in situ observational networks are used 

for a wide range of societal applications. To identify a 

small climate trend from an observational record that 

is also sensitive to weather, seasons and geophysical 

processes, stable, multi-decadal observations are 

needed, that still allow for changes in the observation 

instrumentation and procedures.  To achieve this, all 

aspects of data collection and handling must be 

underpinned by robust quality assurance. The 

resultant data should also be linked to a common 

(preferably SI) reference, with robust and transparent 

uncertainty assessment, so that observational results 

are interoperable and coherent; measurements by 

different organisations, different instruments and 

different techniques should be able to be 

meaningfully combined and compared.     

Metrology can provide a critical role in enabling 

robust, interoperable and stable observational records 

and can thus aid users in judging the fitness-for-

purpose of such records. Many national metrology 

institutes (NMIs) worldwide have active research 

programmes in collaboration with the communities 

making and using climate observations and provide 

calibration services to those communities. 

The value of metrology in observational systems 

such as the Global Climate Observing System 

(GCOS), and the role of NMIs in supporting the 

quality assurance of such observations,  has been 

recognised in initiatives such as the Quality 

Assurance Framework for Earth Observation 

(QA4EO) established by the Committee on Earth 

Observation Satellites (CEOS) and in the 

implementation plans of the World Meteorological 

Organization’s (WMO’s), Global Atmosphere Watch 

and the European Ocean Observing System.   

THE EUROPEAN METROLOGY NETWORK 

FOR CLIMATE AND OCEAN OBSERVATION 

The European Association for National Metrology 

Institutes (EURAMET) has recently created the 

“European Metrology Network (EMN) for Climate 

and Ocean Observation” to support the expert 

communities to engage with and to guide and 

encourage Europe’s metrologists to coordinate their 

research in response to community needs. The EMN 

has a scope that covers metrological support for in 

situ and remote sensing observations of atmosphere, 

land and ocean ECVs (and related parameters) for 

climate applications. It also covers the additional 

economic and ecological applications of Essential 

Ocean Variable (EOV) observations.  

It is the European contribution to a global effort 

to further develop metrological best practice into such 

observations through targeted research efforts.   

SURVEY OF METROLOGY NEEDS FOR 

CLIMATE AND OCEAN OBSERVATIONS 

The EMN for Climate and Ocean Observation has 

been carrying out a survey to identify the ways in 

which metrology can most valuably contribute to the 

climate and ocean observation communities. The 

survey has involved the following aspects: (a) a set of 

online questionnaires that was sent to expert 

communities and received more than 50 responses, (b) 

a review of the literature, the strategies of key 

coordinating organisations and reports of community 

workshops and (c) a set of webinars, held 12/13 
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February 2020, with observation experts and 

metrologists. Here, we present the results of the 

survey as regards satellite Earth Observation.  

METROLOGY IN SATELLITE AND 

GROUND-BASED EARTH OBSERVATION 

The Newrad conference has, since its origin in 1985, 

“provided a platform for the discussion of 

developments in optical radiometry among scientists 

working in laboratory and space radiometry.” (quote 

from [1], 1996). Arguably it is this joint platform that 

helped to create the collaborative discipline of Earth 

Observation Metrology.  

In 2008 CEOS formally endorsed QA4EO as a 

framework [2] around the principle that “All data and 

derived products must have associated with them a 

Quality Indicator (QI) based on documented 

quantitative assessment of its traceability to 

community-agreed reference standards. This requires 

all steps in the data and product delivery chain 

(collection, archiving, processing and dissemination) 

to be documented with evidence of their traceability.” 

The framework was introduced alongside practical 

guidelines for reporting, for assessing uncertainties 

and for performing comparisons. These guidelines 

were based on metrology guidelines for comparisons 

for the Mutual Recognition Arrangement, especially 

the Consultative Committee for Photometry and 

Radiometry’s (CCPR) guidelines for comparisons. 

This formal recognition of the importance of 

metrological processes to underpin the long-term 

stability and interoperability of satellite Earth 

observation has opened further collaboration between 

the space agencies and the NMIs, much of which has 

been presented at Newrad conferences.  

Within Europe, the Metrology for Earth 

Observation and Climate (MetEOC) series of EU-

funded projects have developed new metrological 

techniques and applied them not only to pre-flight and 

post-launch radiometric calibration, but also to the 

derivation of ECV products, and to ground-based 

solar observations for the world standard group and 

the baseline surface radiation network. Those projects 

have provided a firm foundation for other work, 

performed collaboratively with (and often 

commercially for) the European Space Agency (ESA) 

and academic partners across Europe. 

There have been projects to develop guidelines 

for ECV records [3], to establish “fiducial reference 

measurements” (FRM) of SI-traceable ground 

truthing observations [4] and for applying metrology 

to fundamental climate data records [5]. Recently, 

there has been approval of funding to design, build 

and launch a satellite that puts NMI traceability (and 

a cryogenic radiometer) into orbit, implemented 

through the ESA Earth Watch Programme. The 

TRUTHS satellite [6] will provide a climate 

benchmark through highly accurate observations of 

incoming and reflected solar radiation, and will serve 

as an inflight calibrator, able to transfer its SI-

traceability to other sensors in orbit. The MetEOC 

projects will also provide SI-traceability to the ESA 

infrared satellite mission FORUM. 

SURVEY RESULTS 

At the time of writing the abstract, the survey has not 

been completed (completion due May 2020). 

However, preliminary results show that the satellite 

Earth observation community recognises the value 

that metrology plays in ensuring long term stability 

and interoperability of satellite sensor data, but that 

there are many barriers to the implementation of 

metrological methods. At present there is no clear 

framework for systematic provision of metrological 

traceability prelaunch or in postlaunch calibration 

through vicarious references. There is a desire for 

metrologists to support the development of 

calibration methods and uncertainty analysis 

determination for a wider variety of sensors – both 

passive radiometric sensors and active (radar) sensors.  

There is also a common request for improved 

training material and improved coordination of 

vocabulary. 
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RadCalNet provides nadir-view ground and top-

of-atmosphere spectral reflectance values (10 nm 

steps, 400 nm – 1000 nm / 2500 nm) every 30 

minutes from four instrumented reference sites in 

China, Namibia, USA and France. NPL has been 

the metrology partner for this initiative and is 

responsible for ensuring the SI-traceability of the 

network. In this presentation we describe the 

metrological processes introduced to ensure SI-

traceability to the network. 

RADCALNET 

The increased use of satellite-derived data in climate 

and earth monitoring, requires robust and traceable  

radiometric and spectral calibration of satellite 

sensors. Vicarious calibration sites play a vital part in 

ensuring the stability and interoperability of satellite 

sensor data post-launch for both traditional satellites 

and the smaller, often commercial satellites which do 

not have onboard calibration capability. 

RadCalNet [1], the Radiometric Calibration 

Network established through the Committee on Earth 

Observation Satellites Working Group on Calibration 

and Validation (CEOS-WGCV), provides a network 

of instrumented ground reference sites providing 

users with bottom and top-of-atmosphere (BOA and 

TOA) reflectance measurements every 30 minutes in 

10 nm spectral intervals (for 400 nm to 1000 nm or to 

2500 nm) and for nadir view. (For all sites, more 

detailed spectral information and off-nadir 

reflectances can be obtained from site owners). Each 

RadCalNet site provides ground reflectance values 

that are propagated to TOA through a centralised 

processing system. RadCalNet has over 300 users. 

It is a key aspect of RadCalNet that the sites 

document their traceability to the International 

System of Units (SI) and that they provide associated 

uncertainties for each observation.  

RADCALNET WORKING GROUP AND 

MEMBERSHIP PROCESSES 

RadCalNet was established under CEOS-WGCV by 

the RadCalNet working group (WG). The RadCalNet 

WG comprises the owners of RadCalNet member 

sites (currently AOE, China, CNES, France, 

University of Arizona, USA and ESA, Europe), the 

organisation which provides processing of site data to 

TOA reflectance (NASA, USA), the organisation 

which operates the RadCalNet data servers and portal 

(Magellium, France) and NPL as the metrology 

partner (NPL also operates the Namibian site on 

behalf of ESA). Additionally, CEOS-WGCV has 

appointed a “Test site admissions panel” that has the 

authority to approve sites to join RadCalNet. 

New RadCalNet sites must provide 45 days’ data 

from their site, show that they can provide data 

operationally (within two weeks of measurement) 

and provide a questionnaire detailing information 

about their site (instrumentation, location, 

climatology) along with a detailed uncertainty 

statement. These documents are peer reviewed by the 

RadCalNet WG, which also performs a comparison 

of the site with others using satellite sensors. Once the 

documents have been updated, the RadCalNet WG 

writes a report to the CEOS-WGCV test site 

admissions panel which formally approves the site.   

To support site owners to establish sites, the 

RadCalNet WG to maintain and monitor the 

performance of sites and users to understand the data 

and its limitations, NPL has produced guidance 

documents on site selection, site instrumentation, 

uncertainty budgets and comparisons [2] along with 

document templates and procedures for peer 

reviewing sites. These guidelines and procedures are 

based on metrological approaches used by national 

metrology institutes for the mutual recognition 

arrangement. NPL also carries out four-monthly 

comparisons of all sites to ensure ongoing data quality. 

RADCALNET REFLECTANCE 

UNCERTAINTIES 

Each site’s uncertainty budget documents the 

traceability to SI for the field measurements 

(including laboratory comparison and transfer to field 

as well) and for any auxiliary information required, 

e.g. the solar and sky irradiance required to convert 

measured ground radiance into ground reflectance. 

Because satellite sensors are not compared with 
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RadCalNet on a single overpass but through an 

averaging of multiple overpasses, it is also important 

to identify which sources of uncertainty have a 

common (unknown) error for different days and 

which are due to transient effects that will have 

different (unknown) errors on different overpasses.  

RadCalNet ground reflectances and atmospheric 

observations, which are provided by site operators 

with associated uncertainties (that may vary from 

measurement to measurement), are propagated to 

TOA through a common RadCalNet processor 

operated by NASA. Uncertainties associated with 

TOA reflectances are obtained using look up tables 

based on ~80k atmospheric, altitude and solar angle 

conditions. For each condition a 100-sample Monte 

Carlo run was used to obtain the uncertainty 

associated with the propagation to TOA.  

SITE COMPARISONS 

At present, comparisons between the sites are 

performed using the ESA Multi Spectral Instruments 

(MSI) on board the Sentinel-2A and -2B satellites as 

references. These are high quality sensors with 

onboard calibration capability, which are regularly 

compared to each other and to other similar sensors 

(e.g. NASA’s Operational Land Imager (OLI) on 

Landsat 8) over a large variety of vicarious targets. 

Every four months NPL performs comparisons 

between the sites’ RadCalNet products and Sentinel-

2A/B for every valid matchup. These data (e.g. fig. 1) 

are provided to the RadCalNet WG for monitoring. 

 

 
Figure 1 Example comparison results for one of the 

RadCalNet sites. 

 

Currently comparisons between sites is performed 

using satellite observations as a reference. During 

MetEOC-2, the Czech Metrology Institute (CMI) 

developed an instrument, called MuSTR [2], to act as 

a travelling standard for in situ site comparisons. 

Work is ongoing to develop procedures and analysis 

methods for such comparisons. 

 SUPPORTING USERS 

RadCalNet provides, at no cost, data for nadir view 

observations. Most satellites do not observe the sites 

at nadir view. Satellite sensor spectral response 

functions are also not represented by data provided in 

10 nm spectral steps and satellites do not go over the 

sites exactly on the half hour. Most sites will provide 

off-nadir, higher spectral and temporal resolution data 

as a commercial service, but users need guidance on 

when RadCalNet data are fit for purpose and what 

additional uncertainties are to be considered when the 

RadCalNet conditions are not met. 

Figure 1 shows the comparison to Sentinel-2 

over one of the RadCalNet sites for one spectral band. 

There, the red data represent an orbit where the site 

was imaged on the left-side of the swath, and the blue 

data where the site was imaged on the right-side. The 

observed bias from the nadir reflectance values is due 

to the bi-directional reflectance factors of the surface. 

NPL is developing site-specific models to understand 

and quantify such differences.  

As a founder member of the RadCalNet WG, 

NPL has been developing procedures, guidance and 

protocols for site owners and data users, has 

performed scientific analysis to develop comparison 

and uncertainty methods and provides routine quality 

control on the data provided by RadCalNet. 
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A stray-light correction methodology for the 

Precision Solar Spectroradiometer (PSR) is 

presented. The correction is based on laboratory-

measured line spread functions also taking into 

account the radiation from the 2nd and 3rd grating 

orders. The efficiency of the correction is validated 

on solar and lamp measurement data. The results 

are compared to those obtained with a PSR 

equipped with an order-sorting filter and with a 

Precision Filter Radiometer. 

INTRODUCTION 

The Precision Solar Spectroradiometer (PSR) is a 

grating-type array spectroradiometer, developed as a 

reference instrument for spectral solar irradiance 

measurements in the spectral range from 300 nm to 

1040 nm and for the determination of aerosol optical 

depth [1]. While previous PSR units were built using 

an order-sorting filter (OSF) in front of the detector, 

later instruments were constructed without a physical 

filter, relying instead on post-processing of the 

measured spectra using a correction method based on 

line-spread functions (LSF) and extending the 

method developed by [2]. 

STRAY LIGHT CORRECTION 

METHODOLOGY 

The LSFs were measured at PMOD/WRC throughout 

the full spectral range of the spectroradiometers using 

a ns-pulsed OPO system. The LSF measurements 

were performed over 5 to 6 orders of magnitude by 

varying output power of the laser beam and 

integration time of the PSR. Figure 1 shows LSF 

matrices for two PSR units. One instrument is with an 

OSF in front of the detector while the other one is 

without it. The 2nd and the 3rd orders of the grating 

requiring a correction are clearly seen in the matrix 

shown in the right subfigure.  

The measured LSFs of PSR 008 were validated 

by analogous measurements performed at a similar 

ns-OPO facility at PTB. The measured LSFs were 

used to derive a stray-light correction matrix. One 

problem to be solved was that the wide spectral range 

of the instrument (about 700 nm) is covered by a 

detector array with 1024 pixels. Since the bandpass is 

about 2 nm, there are just a few pixels within LSF 

peaks. To reduce the related discretisation 

uncertainties, when inverting the LSF matrix, it was 

necessary first to interpolate the LSFs to a denser 

pixel grid before building the matrix.  

 

 

UNCERTAINTY OF THE CORRECTION 

The uncertainty of the stray light correction, uLSF, is 

described by Eq.1,  

𝑢𝐿𝑆𝐹
2 =  [(

𝜎𝑆

𝑆 √𝑁
)
2
+ (

𝜎𝐷

𝑆 √𝑁𝑑
)
2
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2

 +  (
3𝜎(𝑆𝑎𝑡)

𝑆𝑎𝑡√3
)
2

],   (Eq.1) 

where σS and σD represent variances of the measured 

signal (S) and dark counts (D), respectively. The 

second term of the equation describes the uncertainty 

contribution resulting from different integration times 

(IT) and merging of saturated and unsaturated 

measurements (Sat). Moreover, wavelength shifts 

also introduce an uncertainty component in the stray 

light correction results, especially correcting for the 

2nd and 3rd dispersion orders. This uncertainty has 

been determined considering a ±0.5 nm shift and 

measurements of a transfer standard lamp (FEL). 

Figure 2 shows the stray light corrections and the 

associated uncertainties for the irradiance 

measurements of an FEL lamp using 3 PSR units 

without any OSF.  

Figure 1. LSF matrices of PSR#004 with OSF (left), and 

PSR#008, which is without any filter (right). The x and y 

axis are in pixel space (1024x1024) and cover the spectral 

range from 300 nm to 1040 nm. The data is shown in 

logarithmic units. 
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VALIDATION 

The efficiency of the PSR stray light correction with 

respect to the suppression of the radiation from higher 

dispersion orders has been evaluated using 

laboratory-based and sun measurement data. 

Specifically, a UV LED-based source [3] with an 

emission spectrum in the range 300 nm − 420 nm has 

been used. The stray light contribution of 0.8% due to 

the higher grating orders could be corrected by nearly 

a factor of 10 as shown in Figure 3. Moreover, a 

comparison of direct solar irradiance spectra 

measured with the two types of PSRs showed an 

agreement within ±1% while correcting for up to 40% 

of the stray light contribution (Figure 4). Similar 

results were obtained when comparing the solar 

irradiance at 862 nm and 500 nm measured by 

PSR#009 to the respective values measured at these 

wavelengths by the Precision Filter Radiometer 

(PFR-N24) forming part of the AOD WMO reference 

PFR-Triad (see Figure 5). In total, results of 9724 

common measurements were compared covering 

solar zenith angles (SZA) from 40o to 75o. The 

normalized ratios show negligible SZA dependencies 

(within 1%). As they are similar for both wavelengths, 

it is an indication that spectral leakages have been 

compensated within the estimated uncertainty of ±1% 

(k=2).  

CONCLUSION 

The mathematical suppression of the stray light due 

to higher grating orders can be realized with an 

uncertainty of less than 1%. Thus, the approach based 

on the numerical stray-light correction produces 

results equivalent to those using an order-sorting filter.  
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Figure 2. Stray light corrections applied to the new PSR 

series instruments measuring an FEL lamp and the 

respective uncertainties of the corrections. 

Figure 3. UV-LED source spectrum corrected for 

straylight contribution (red – PTB data, blue – PMOD 

data) and uncorrected spectrum (black). 

 

Figure 4. Upper panel: stray light contribution in the direct 

solar irradiance spectra measured by PSR#004 (black) and 

PSR#009 (blue). Lower panel: direct solar irradiance ratio 

PSR #009/#004 at selected wavelengths.  

 

Figure 5. Direct irradiance ratio of PFR-N24 and 

PSR#009 at 500 nm and at 862nm (dots: data points; solid 

and dashed   lines: mean and ±2σ of the data points over 

± 3o of the SZA, respectively). 
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Two Precision Filter Radiometers (PFRs) 

measuring Solar and Lunar direct irradiances for 

the retrieval of aerosol optical depth (AOD), have 

been characterised and calibrated at PTB and 

PMOD/WRC, respectively. The measured 

irradiances are used in the classical Langley 

extrapolation method to assess the precision of the 

extra-terrestrial Solar and Lunar spectra as well 

as the accuracy of AOD measurements that can be 

currently achieved following the SI-traceable 

methodology. 

INTRODUCTION 

Atmospheric aerosols are known to impact the 

climate. They represent also one of the essential 

climatic variables with the largest uncertainties in the 

climate change studies. Within the framework of 

Global Atmospheric Watch (GAW), Aerosol Optical 

Depth (AOD) is monitored based on direct solar 

irradiance measurements performed by Precision 

Filter Radiometers (PFRs). The instrument 

calibration is carried out at the World aerosol Optical 

depth Research and Calibration Center (WORCC) in 

Davos, Switzerland, as mandated by the World 

Meteorological Organization [1]. The growing 

interest in night-time observations of AOD, in an 

effort to close the gap in the annual cycle of the arctic 

aerosol climatology, led to the development of the 

Lunar Precision Filter Radiometer. Here we present 

preliminary characterisations and calibrations of two 

such instruments. 

PFR RELATIVE RESPONSIVITY  

The relative spectral responsivities (RR) of sun and 

lunar PFRs, PFR-S and PFR-L, respectively, have 

been primarily determined using ns-pulsed OPO 

systems (EKSPLA NT242) at PTB and at PMOD.  

The RR measurements of PFR-S at PTB were carried 

out relative to a calibrated silicon photodiode using a 

monitor photodiode while at PMOD the reference 

detector is a pyroelectric radiometer. The OPO 

wavelengths were measured by a laser spectrum 

analyser (LSA) of High Finesse. The PFR signal (V) 

is provided by a 22-bit data acquisition system 

(SACRAM) specifically designed for the PFR.  

The PFR channels showed a highly nonlinear 

response under the ns-pulsed OPO irradiation. The 

nonlinearity was mapped out by changing the laser 

power and comparing PFR signal readings with those 

of the linear monitor detector. Channel 4 (368 nm) 

showed not only nonlinearity but also a hysteresis.  

PFR RESPONSIVITY IN SI UNITS 

The spectral irradiance responsivity of the PFRs in SI 

units has been determined at the TULIP setup [2] and 

at the direct irradiance calibration setup of 

PMOD/WRC.  

The measurements at the TULIP setup were carried 

out within bandpasses of the channels against a 

calibrated 3-element silicon trap detector equipped 

with an aperture. The reference plane of the PFR has 

been validated against the reference detector 

introducing displacements along the beam 

propagation direction. The radiation source in the 

setup is a quasi-CW laser system generating ca. 200 

fs pulses at 80 MHz repetition rate. The spectral 

bandpass of the fs-laser radiation was limited by a 

monochromator to 0.8 nm. A homogeneous 

irradiance field for the measurements is generated by 

a micro-lens array.  

The direct irradiance calibration setup at 

PMOD/WRC consists of a reference irradiance 

source (1000W FEL-type lamp) calibrated at PTB 

and fully motorized XYZ linear translators and 

rotation stages for azimuth and zenith angles. 

The lamp irradiances were measured at 3 distances 

ranging from 1.5m to 3m and the reference plane was 

determined by applying the inverse square law. The 

calibration factors in SI units (Wm-2/V) were 

calculated as an integral of the TULIP-provided 

responsivity functions over the measured spectral 

bandpasses (T). The responsivity functions were 

extended to wider spectral ranges using the pulsed 

OPO-based data (TP). For the lamp calibration 

method, the afore-mentioned responsivities were 
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converted to relative ones (see Figure 1) and 

convolved with the spectral irradiance of the 

reference lamp at the distance of the measurement (L-

T, L-TP, and L-P for the PFR-L). The percentage 

deviation of the calibration factors from the TP ones 

along with the combined uncertainties are presented 

in Table 1.  

Table 1: Percentage differences of calibration factors with 

respect to TP and combined uncertainties in parenthesis.  

 862 nm 500nm 412nm 368 nm  

T -0.80(0.50) -0.79(0.5) -0.31(0.50) -0.39(0.70) 

TP 0.00 (0.80) 0.00(0.80) 0.00(0.80) 0.00(0.80) 

LT -0.38(1.63)  -1.57(1.63) -2.72(1.63) -3.42(1.76) 

LTP -0.29(1.74) -0.76(1.74) -2.68(1.74) -3.29(1.84) 

AOD AND EXTRATERESTIAL SOLAR AND 

LUNAR SPECTRA 

For the evaluation of the calibration accuracy that can 

been achieved using the publicly available solar 

extra-terrestrial spectra (ETS), QASUMEFTS [3] and 

ATLAS [4], we organized a short direct solar 

irradiance measurement comparison campaign 

against a PFR-Triad in Davos (48.68oN, 9.85oE, 

1600m) in March 2019. In total, measurements 

during 9 clear days with Langley atmospheric 

conditions, aerosol loads ranging from 0.01-0.03 

AOD at 500 nm, were compared. For a subset of these 

days (6), a Langley-extrapolation calibration has been 

performed for the PFR-S. Differences between the 

ETS convolved with the corresponding RR and the 

Langley-extrapolated ETS values are shown in 

Table 2. For TULIP and lamp calibration-based data 

the agreement at wavelengths below 500 nm is within 

1% and 1.5%, respectively. For 862 nm, despite the 

best agreement of all SI calibrations constants 

(1σ=0.45%) a negative offset of 1% for ATLAS-ETS 

is identified.  

The same validation method has been used for the 

PFR-L. For this instrument, datasets measured at 

Izaña [5] and at Ny-Ålesund were tested with the 

RIMO lunar ETS irradiance model. For RIMO, we 

have observed differences of 1.03%, 6.59%, 10.66%, 

2.81% at nominal central wavelengths of 862 nm, 500 

nm, 412 nm and 675 nm with high standard 

deviations partly depending on the lunar phase. 

However, the standard uncertainties of the calibration 

factors are of the order of 4% due to the 4 orders of 

magnitude difference in the signal amplification used 

for laboratory and atmospheric measurements. 

In terms of the AOD retrievals using the SI-traceable 

calibration and the available ETS, the agreement to 

the reference PFR-Triad is within the accuracy 

required by the WMO at 412 nm and 500 nm. At 

368 nm this is the case only for the calibration factor 

from the TULIP. Finally, the AOD at 862nm is 

outside the required limits, with a clear offset of 

+0.01 in AOD.  

Table 2: Percentage differences between ETS and Langley 

method-obtained extra-terrestrial values at the PFR-S 

wavelengths.  

ETS ATLAS  QASUMEFTS 

Calibration 

Factor (CF) 

862nm 500nm 412nm 368nm 

T -1.13 0.88 -0.91 -0.70 

TP -2.00 0.47 -0.83 -0.98 

L-T -1.56 1.60 1.03 1.87 

L-TP -1.90 0.86 1.31 1.65 

mean -1.65 0.95 0.15 0.46 

std 0.40 0.47 1.18 1.51 

 

These experiments have demonstrated the current 

measurement accuracies that can be achieved with the 

PFRs and revealed the major sources of uncertainty 

that need to be assessed in order to reach the required 

AOD accuracy of the Langley calibration technique.  
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Figure 1: Relative spectral irradiance responsivity of the 4 

PFR-S channels measured at PTB.  
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A newly established facility for calibration and 

characterization of solar cells at NMCC/SASO is 

presented. This multipurpose instrument can 

provide a complete set of data for solar 

photovoltaic (PV) devices including critical 

spectral and electrical parameters. The system 

comprises two main parts, first utilizes LDLS-

based modulated (AC) source to measure the 

spectral responsivity of PV detectors and solar 

cells using the DSR technique, second uses solar 

simulator to study the IV-curves, measuring the 

short circuit currents and solar cell efficiencies. 

The first part will be used to measure the spectral 

responsivity in the wavelength range from 250 nm 

to 2000 nm, bias level up to 1.5 kW/m2, with which, 

target measurement uncertainty below 1 % (k = 2, 

in the visible range) can be achieved. 

INTRODUCTION 

Solar energy has the ability to reduce greenhouse 

gases, global warming and provide increasing energy 

efficiency. As a sustainable resource of energy, solar 

energy is the type of energy that can solve the energy 

problems in the earth. Saudi Arabia is one of the 

countries that is reach with solar energy all over the 

year; this creates an ultimate opportunity to build its 

own solar power hub to meet its rapidly growing 

needs of electric power and to become a leading 

exporter of solar energy [1]. Those objectives 

motivate the NMCC/SASO (NMI of Saudi Arabia) to 

build a new facility for solar cell (PV) devices 

calibration and characterization to meet its challenge 

as NMI for supporting the emerging solar industry.  

     Solar energy industry requires the high 

accuracy testing of energy efficiency of photovoltaic 

devices, which is directly related to their performance 

and price. Measurement standards for testing the 

photovoltaic devices start from the calibration of 

reference solar cells as specified in the IEC 60904 

series. The capability for the primary calibration of 

reference solar cells can be useful to study the 

technical issues in the development of new 

photovoltaic materials, and has impact to the general 

metrology of optical detectors. Measurement 

uncertainty for photovoltaics proved to have a big 

economic impact, which motivates NMIs to draw 

careful attention to the calibration and testing of the 

reference solar cells under specified conditions 

maintaining the traceability to WPVS. 

   Measurement of spectral responsivity is of 

considerable importance in radiometric, photometric, 

and colorimetric applications where the calibration of 

optical detectors is a fundamental requirement. For 

photovoltaic detectors, such as solar cells, in 

particular, the spectral responsivity is directly related 

to the energy conversion efficiency, which is one of 

the most important figures of merit to specify their 

performances [2]. 

   The widely used scheme for the solar cell 

standards is the differential spectral responsivity 

(DSR) technique, which measures the responsivity of 

a photovoltaic detector under test (DUT) to the AC 

modulated monochromatic light under the strong 

broadband DC bias light. The DSR technique has 

been realized in many standard laboratories as [3-5] 

with different approaches and similar technique used 

to analyze the noise in the PV detectors responsivity 

measurement based on DSR scheme [6].  

Figure 1. Schematic of the NMCC multifunction PV facility. 
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Figure 2. (a) Measurement results of spectral responsivity of 

reference solar cell using the LDLS-based DSR with bias (red), 

and without bias (blue) and (b) QE curves 

INSTRUMENT 

Figure 1 shows the full block diagram of our fully 

automated facility. Our apparatus, which is a 

combined multifunction system, comprises two main 

setups. First one for DSR measurements is based on 

LDLS-based modulated monochromatic source (ac) 

and extremely high output power LED-based 

illuminator + QTH based source as bias sources (dc). 

   Second Major setup comprises solar simulator 

with automation software tracing the current-voltage 

curves for full electrical characterization of solar cells 

of different sizes up to 152 mm × 152 mm, including 

the most critical parameters of PV cells, e.g. 

measurements of short-circuit current iSC, open-

circuit voltage VOC, fill factor (FF) and energy 

conversion efficiency. 

   The new DSR setup will be used to measure the 

spectral responsivity in the wavelength range from 

250 nm to 2000 nm, bias level up to 1.5 kW/m2, 

modulation frequency range from 0.1 Hz to 100 Hz, 

with target measurement uncertainty below 1 % (k = 

2, in the visible range) can be achieved. 

   Many traditional techniques been developed in 

standard laboratories to realize the DSR technique for 

spectral responsivity (SR) measurements. Traditional 

techniques commonly use incandescent or discharge 

sources with monochromator, or broadband source 

with spectrally selective filters (e.g. interference 

filters). Unfortunately, many drawbacks come with 

those traditional selections, e.g. low SNR, inherent 

instability and noise due to the aging characteristics 

of the used light source. Those sources have another 

limitations discussed in [7]. The new facility 

promises major advantage over traditional one, where 

it provides much higher monochromatic AC radiation 

throughput due to the use of high radiance LDLS 

coupled to multimode optical fiber offering optimum 

focusing on the DUT at the measurement plane. 

PRELIMINARY FINDINGS AND 

CONCLUSION 

Our first results of the spectral responsivity and 

quantum efficiency (QE) of sample reference solar 

cell shown in figure 2. The measurements show good 

agreement between the results of two test schemes 

(measurement with 14 mA bias light and without 

bias), which shows a good linearity of the DUT up to 

the bias level used in this test experiment. This 

presents a good advantage of using LDLS-based 

monochromatic radiation, which is expected to 

ultimately improve the accuracy by introducing much 

higher SNR with respect to the traditional techniques. 

This also would allow our lab to study the linearity of 

the PV detectors over many decades with lower 

uncertainties (< 1%). Moreover, traceability of 

calibration can be achieved by developing primary 

reference standards. The instrument presented here 

presents other advantages, e.g. better uniformity and 

stability characteristics and readiness for larger 

sample (DUT) size which would be shown 

throughout our current measurements. 

   The facility is promising to offer potential of 

applications in variety of metrological, industrial and 

research fields. 
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The Compact Total Irradiance Monitor (CTIM) is 

a CubeSat instrument that will demonstrate next-

generation technology for monitoring total solar 

irradiance. It includes novel silicon-substrate 

room temperature vertically aligned carbon 

nanotube (VACNT) bolometers. The CTIM, an 

eight-channel 6U CubeSat instrument, has a goal 

of uncertainty <0.01% and stability <0.001%/year. 

The underlying technology, including the silicon 

substrate VACNT bolometers, has been 

demonstrated and tested in relevant environments 

in an engineering model of the detector subsystem. 

We are currently building and testing the flight 

detector unit and will integrate it with a 6U 

CubeSat in mid-2020, in preparation for an on-

orbit demonstration in 2021. 

INTRODUCTION 

Long-term measurements of total solar irradiance (TSI) 

have been performed from space by a 40-year 

uninterrupted sequence of instruments [1-5]. In order 

to maintain this long-term TSI record, space-based TSI 

measurements need to occur indefinitely; thus, it is 

advantageous to use modern technological advances to 

develop miniaturized TSI instruments for integration 

in future CubeSat and SmallSat platforms, making 

deployment of these sensors into space significantly 

easier. 

The Compact Total Irradiance Monitor 

(CTIM) is a 6U CubeSat TSI instrument consisting of 

two four-channel detector heads, each channel being a 

radiometer which utilizes vertically-aligned carbon 

nanotube (VACNT) optical absorbers on silicon 

substrates.   

INSTRUMENT DESIGN 

The design of the CTIM instrument [6] follows the 

fundamental design of the SORCE TIM instrument [5]. 

The first optic solar illumination encounters is a 

precision 5mm diameter ion-etched silicon aperture, 

see figure 1. Following a short baffle section, the solar 

illumination then enters the detector cavity. For CTIM 

we are using a novel design that incorporates a planar 

silicon detector with a thermally integrated reflector, 

see figure 2.  

Four of these detectors are integrated onto 

one detector head, and the CTIM CubeSat has two 

detector heads for a total of eight channels. Each 

channel includes a bi-stable shutter to modulate the 

incoming light with a period of 60-100s. The 

measurement uncertainty of the CTIM is detailed in 

Table 1. 

  

 

 

 

 

 

 

 

 

Figure 1: Cross-section of the CTIM detector head 

showing the optical design and key components.  

 

 

 

 

 

 

 

 

Figure 2: (a) The silicon detector with reflector dome 

attached. (b) Ray trace of the reflector dome showing that 

after two bounces off the reflector light scattered by the 

VACNTs is redirected back. 
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Table 1: TSI measurement uncertainty. 

Correction Value Uncertainty 

Aperture Area 100% 0.0022% 

Diffraction Loss 0.042% 0.0042% 

Detector 

Reflectance  0.010% 0.0020% 

Heater Voltage 100% 0.0014% 

Heater Resistance 100% 0.0028% 

Heater Linearity 0.050% 0.0028% 

Optical/Electrical 

Non-Equivalence 0.005% 0.0050% 

Dark Signal 1.222% 0.0050% 

Total 0.0097% 

 The CTIM design also includes a number of 

further technology demonstration elements, such as in-

situ heater resistance monitoring and wireless 

detection of the shutter temperature via a miniature 

thermopile. 

CTIM MISSION 

The two flight CTIM detector heads are currently 

being fabricated. Once assembled, the detector heads 

will undergo end-to-end radiometric testing in the TSI 

radiometer facility to validate their measurement scale 

against a SI-traceable detector [7]. These two heads, 

and the associated electronics, will be integrated in a 

6U CubeSat (~120x240x360 mm). Following flight 

qualification testing, the CTIM CubeSat will be 

delivered for a launch in 2021 with a mission lasting at 

least one year. The key mission goals include 

comparisons of the relative measurements of the eight 

channels with respect to each other and to the Total and 

Spectral Solar Irradiance Sensor Total Irradiance 

Monitor (TSIS-1 TIM) currently in operation on the  

International Space Station, allowing assessment of 

accuracy of CTIM relative to the 0.01% goal, and 

monitoring the measurement noise and long-term 

measurement stability of CTIM relative also to TSIS-

1 TIM to assess performance relative to the stability 

goal of 0.001%/year. 

REFERENCES 

1. Lee, R. B. III, Gibson M. A., Wilson R. S., and Thomas 

S., “Long‐term total solar irradiance variability during 

sunspot cycle 22”, J. Geophys. Res., 100, 1667–1675 

(1995). 

2. Fröhlich, C. and Lean J., “Solar radiative output and its 

variability: Evidence and Mechanisms”, Astron. 

Astrophys. Rev., 12(4), 273–320 (2004). 

3. Fröhlich, C. “Evidence of a long‐term trend in total 

solar irradiance”, Astron. Astrophys., 501, L27–L30 

(2009). 

4. Willson, R. C. and Mordvinov A. V., “Secular total 

solar irradiance trend during solar cycles 21–23”, 

Geophys. Res. Lett., 30(5), 1199, (2003). 

5. Kopp, G. and Lawrence G., “The Total Irradiance 

Monitor (TIM): Instrument design”, Sol. Phys., 230, 1–

2 (2005). 

6. Harber D., et al. "Compact total irradiance monitor 

flight demonstration," Proc. SPIE 11131, CubeSats and 

SmallSats for Remote Sensing III, 111310D (x2019). 

7. Kopp, G., Heuerman, K., Harber, D., and Drake, V., 

“The TSI Radiometer Facility - Absolute Calibrations 

for Total Solar Irradiance Instruments”, SPIE Proc. 

6677-09, (2007). 

215



Spectroradiometric Calibration of Bright Stars, Vega and Sirius 

John T. Woodward1, Steven W. Brown1, Stephen E. Maxwell1, and Susana Deustua2 

1National Institute of Standards and Technology, Gaithersburg, MD, USA,  
2Space Telescope Science Institute, Baltimore, MD, USA 

Corresponding e-mail address: john.woodward@nist.gov 

 

We discuss our ground-based approach to making 

sub 1% spectroradiometric measurements of the 

top-of-the atmosphere flux from bright stars.  

We will present results from measurements of 

Vega and Sirius made from Mount Hopkins, AZ. 

We present our calibration strategy and discuss 

the challenges of making high quality radiometric 

measurements outside of a controlled laboratory 

environment.  We describe the characterization 

and calibration of our spectrographs that are 

required for high-accuracy measurements and the 

development of an uncertainty budget. 

INTRODUCTION 

The earliest and most widely cited measurements of 

stellar spectral flux were made on Vega (-Lyr) by 

Hayes, Latham, and Hayes at Mt. Hopkins in 

southern Arizona in the 1970’s [1]. Although the 

details of our calibration differ, the basic strategy is 

very similar to that used for these measurements.  

  There are two main parts to our calibration strategy 

for making top-of-the-atmosphere measurements 

using a ground-based telescope. The first is to 

calibrate the telescope+spectrograph by observing a 

calibration source of known spectral flux located on 

the ground. This source is calibrated in the field with 

a reference spectrograph. This allows us to put an 

absolute spectral responsivity scale on our 

telescope+spectrograph system. The second is to use 

that telescope to observe the astronomical target at a 

variety of air masses as it transits the sky. This allows 

the use of a Langley analysis which exploits the 

Beers-Lambert-Bouger Law to calculate the spectral 

atmospheric extinction and correct ground-based 

measurements to top-of-the-atmosphere spectral flux. 

CALIBRATION 

The calibration source is a 50 mm diameter, lamp-

illuminated integrating sphere. To calibrate the sphere 

in the field we use a reference spectrograph with an 

irradiance head.  This in turn is calibrated to an SI-

traceable FEL lamp in the lab before and after 

deployment to the field [2]. Figure 1 shows the 

calibration reproducibility over multiple field 

deployments. In addition, the spectrograph response 

linearity was characterized using a beam conjoiner 

system, and a thermal chamber was used to measure 

effect of temperature on the wavelength solution and 

responsivity.  Stray light response was measured 

using the NIST Spectral Irradiance and Radiance 

Calibration using Uniform Sources (SIRCUS) 

tuneable lasers and Zong stray light correction 

algorithm [3,4].  

OBSERVATION 

The observing instrument is a 107 mm refracting 

telescope, shown in Figure 2, mounted on a 

computerized German equatorial mount, with an 

optical fibre at the focus leading to the spectrograph. 

Prior to the optical fibre, an optical cross with a 90/10 

beamsplitting cube allows 90% of the light to be 

focused directly into the fibre while the other 10% 

goes to a guide camera that keeps the star centred on 

the fibre. A camera looking at the reflected light from 

the fibre tip and beamsplitter is used for the initial 

centring of the star on the fibre. 

Figure 1. Relative responsivity of calibration spectrometer 

over multiple deployments. Nov 2012 (blue squares), Jan 

2013 (red circles), July 2013 green diamond, and June 2014 

(black triangles). 
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  The telescope tracks the target as it transits the sky 

and records spectra once per minute. The autoguiding 

camera keeps the target centred on the same place on  

the fibre.  The calibration source is located 

approximately 100 m from the observing telescope 

and the irradiance is measured by the reference 

spectrograph placed 0.5 m from the source. The 

measurement telescope observes the source either 

immediately before or after making stellar 

measurements. The inverse square law is used to 

transfer the reference spectrograph calibration to the 

telescope with a small correction for the atmospheric 

extinction along the path from the source to the 

telescope. We have tested this calibration scheme by 

verifying the inverse square law in our Telescope 

Calibration Facility [5]. 

ANALYSIS 

We use a Langley extrapolation to correct our ground 

based measurements to top-of the-atmosphere stellar 

flux. Observations at different zenith angles go 

through an amount of atmosphere or airmass 

proportional to the secant of the angle. If the optical 

properties of the atmosphere stay constant over the 

course of the observations a valid extrapolation is 

possible. Even at a mountain top observatory, 

relatively few nights yield a stable atmosphere, but 

those that do yield reproducible spectral flux. In 

Figure 3, we show a comparison to one such night to 

the model spectrum of Vega in the Hubble Space 

Telescope CALSPEC data base [6]. This atmosphere 

model of Vega is a Kurucz at Teff=9550 K [7]. 

CONCLUSIONS 

We are able to transfer an SI traceable irradiance scale 

in the field using a well characterized spectrograph. 

This enables SI traceable, top-of-the-atmosphere 

spectral flux measurements of bright stars, Vega and 

Sirius. 

REFERENCES 

1. D.S. Hayes et al., Measurements of the Monochromatic 

Flux From Vega in the Near-Infrared, Astrophysical 

Journal, 197, 587-592, 1975. 

2. H.W. Yoon et al., FASCAL 2: a New NIST Facility for 

the Calibration of the Spectral Irradiance of Sources, 

Metrologia, 40, S30-S34, 2003. 

3. Y.Q. Zong et al., Simple Spectral Stray Light Correction 

Method for Array Spectroradiometers, Applied Optics, 

45, 1111, 2006. 

4. S.W. Brown et al., Facility for Spectral Irradiance and 

Radiance Responsivity Calibrations Using Uniform 

Sources (SIRCUS), Applied Optics, 45, 8218-8237, 

2006. 

5. A.W. Smith et al., Absolute Flux Calibration of Stars: 

Calibration of the Reference Telescope, Metrologia, 46, 

S219-S223, 2009. 

6. Bohlin, R.C. et al., Techniques and Review of Absolute 

Flux Calibration from the Ultraviolet to the Mid-

Infrared, PASP, 126, 711, 2914.  

7. Bohlin,Hubble Space Telescope CALSPEC Flux 

Standards: Sirius (and Vega), Astronomical Journal, 147, 

127,  2014. 

 

Figure 2 The stellar observation telescope on its 

mount. On the right side are the red cameras for 

aligning and guiding on the target star and the orange 

optical fibre. 

Figure 3  Comparison of the Vega spectral irradiance 

measured at Mt. Hopkins on Nov. 7, 2016 compared to the 

HST. 
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The pointing of the JTSIM-DARA radiometer was 

measured four times during its construction in the 

optic laboratory of PMOD/WRC. The final offset 

of the pointing before shipping relative to the 

optical axis, defined by a removable alignment 

cube, is 1.07°/0.67° (β/γ-axis) for the four-

quadrant sensor and 0.095°/-0.017° for the 

radiometer cavity A. 

JTSIM-DARA 

Continuous and precise TSI measurements are 

indispensable to evaluate the influence of short and 

long-term solar radiative emission variations on the 

Earth’s climate. PMOD/WRC has constructed the 

JTSIM-DARA (DARA for the Joint Total Solar 

Irradiance Monitor) absolute radiometer for the 

Chinese FY-3E mission. JTSIM-DARA is one of 

PMOD/WRC’s contributions to the almost seamless 

series of spaceborne TSI measurements since 1978. It 

will be mounted on the FY-3E satellite, which is the 

5th flight unit of the Fengyun-3 (FY-3) series. Key 

aspects of the FY-3 satellite series include collecting 

atmospheric data for intermediate and long-term 

weather forecasting and global climate research. 

The JTSIM-DARA instrument (Fig. 1) is a 

cooperation with CIOMP (Changchun Institute of 

Optics, Fine Mechanics and Physics of the Chinese 

Academy of Sciences), and the China Meteorological 

Administration (CMA). Next to the JTSIM-DARA a 

solar irradiance absolute radiometer (SIAR) 

radiometer was designed by CIOMP. The JTSIM-

DARA design is based on the Digital Absolute 

Radiometer (DARA/PROBA-3) and the Compact 

Lightweight Absolute Radiometer (CLARA/ 

NorSat-1) instruments. 

The two JTSIM radiometers are mounted on the 

sun tracker (Fig. 2) of the satellite enabling 

independent pointing toward the sun whereas the 

other instruments point toward the earth. As two 

devices are mounted on the sun tracker, the pointing 

of JTSIM-DARA is a critical parameter of the 

mission. The instrument is currently integrated into 

the Chinese FY-3E weather satellite and is made 

ready for launch in 2020 [1].  

MEASUREMENTS 

Measurements of the pointing of the three JTSIM-

DARA cavities relative to each other were performed 

on the WSG sun tracker. The pointing relative to a 

cube alignment mirror was measured at the angular 

response facility in the optic laboratory of the WRC. 

This setup (Fig. 3) consists of a 1 kW Xe-Lamp 

Figure 2. FY-3 sun tracker with the JTSIM radiometers. 

Figure 1. The JTSIM-DARA is composed of a senor case 

with 3 radiometer cavities (right) and the control unit. 

Figure 3. The angular response setup showing the 

Xe-Lamp in the back, a WG305 filter and a baffle in the 

middle and the JTSIM-DARA mounted on the goniometer. 
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emitting a collimated light beam towards the test 

device which is mounted on a goniometer about 3 m 

away from the light source [2]. The variability of the 

light intensity of a 50 mm3 cube around the optical 

axis was characterized prior to the measurements. 

The homogeneity within this entire cube is 3% and 

inside a 10 mm3 below 0.5 % (Fig. 4). 

Figure 5 shows the alignment relative to the 

optical axis using a laser. First JTSIM-DARA was 

orientated using the removable alignment cube. 

Thereafter one selected cavity and the four-quadrant 

sensor (4Q) was moved into the centre. The 

measurements where performed by rotation around 

the β-axis of JTSIM-DARA and after a 90° rotation 

of the device around the γ-axis. The experiment was 

repeated four times: Before the end assembly (1), 

before (2) and after (3) the vibration tests and before 

shipping (4).  

RESULTS 

Figure 6 and 7 shows results of the pointing 

measurements of the 4Q and the cavity A. Table 1 the 

results of the 4 measurements as numbered above. 

The assembling has a major influence on the optical 

axis of the sun sensor and the cavity. The β-angle 

measurements changed after the vibration test. All 

other measurements are consistent within the 

estimated uncertainty of ±0.1°. The vibration test 

didn’t show any shift on the optical axis defined by 

the alignment cube.  

Table 1. Summary of the offsets for the 4 pointing tests as 

defined in the text. 

Test β-4Q β-Cavity A γ-4Q γ-Cavity A 

1 0.91° -0.45° 0.76° 0.16° 

2 0.98° 0.025° 0.62° -0.026° 

3 0.71° 0.25° 0.67° -0.00° 

4 1.07° 0.095° 0.67° -0.017° 

OUTLOOK 

The setup used for the pointing measurements is 

limited to about 20 Nm load on the goniometer. A 

new mechanic was constructed to enable loads up to 

200 Nm. 
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Figure 5. Pointing measurement of the JTSIM-DARA 

showing the alignment cube in the lower left corner, the 3 

holes of the radiometer cavities in the centre and the four-

quadrant sensor next to the cube. 

Figure 4. Homogeneity of the light intensity in the plane 

of rotation. 
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Figure 6. Pointing of the 4Q sensor around the β-axis. 

Plotted is the 4Q signal vs. the angle of rotation.  

Figure 7. Pointing of the cavity A around the β-axis. 

Plotted is the intensity of the sensor vs. the angle of 

rotation.   
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Polarization effects play an important role in
diffuse reflection measurements. Even for matte,
quasi-Lambertian reflection samples, a large
degree of polarization can be induced by reflection
in certain bidirectional geometries. To study this
effect, the Stokes parameters of the reflected light
have been determined for several samples at the
transition between the visible (VIS) and
ultraviolet (UVA) spectral range. As radiation
source, a newly designed LED-based sphere
radiator has been characterized and applied.

EXPERIMENTAL SETUP

In diffuse reflectance measurements, the main
quantity of interest is the spectral radiance factor
𝛽(𝜆) . The gonioreflectometer at the Physikalisch
Technische Bundesanstalt is a measurement facility
dedicated to the determination of 𝛽 in bidirectional
geometries. The sample under test is mounted on a
five-axis robot arm. It is illuminated by a broadband
light source which can be swivelled around the
sample on a large rotation stage. A fixed detection
path collects the reflected light. This combination
facilitates the determination of 𝛽  in almost any
arbitrary bidirectional geometry [1].

To determine the Stokes parameters of the
reflected light and thus its polarization state, a special
polarization-analyzer unit is placed in the detection
path. It consists of a quarter-wave plate which can be
rotated, and a linear polarizer with a fixed
transmission axis. Taking measurements at different
orientations of the wave plate allows one to calculate
the Stokes parameters [2].

As a light source in the VIS and near-infrared
spectral range, a sphere radiator with a quartz-
tungsten halogen lamp is used. This is an easy-to-
operate and reliable light source which produces a
spatially homogeneous, unpolarized irradiation.
However, it has the limitation that the irradiance and
stability quickly decrease towards UVA, where also
various materials exhibit higher absorption.

Thus, we developed a new sphere radiator,
which uses light-emitting diodes (LEDs) as radiation
source, covering wavelengths from about 365 nm to

440 nm. It generates a much higher irradiance
compared with the halogen source and considerably
improves the signal quality and stability at short
wavelengths [3].

POLARIZATION EFFECTS

In reflectometry the control of polarization is
essential since almost every reflectometer contains
polarization-sensitive components like diffraction
gratings. Previous studies have shown that the degree
of polarization caused by reflection can be very large
even for frequently used matte, quasi-Lambertian
samples, depending on the wavelength and geometry
[2,4]. All these studies have been performed at
wavelengths above 450 nm because the signal-to-
noise ratio was too low at shorter wavelengths if the
halogen source was used. This obstacle can be
overcome if the LED-based sphere radiator is utilized.
Measurements of the LED-based sphere radiator
which show its unpolarized emission will be
presented. Different types of reflection samples were
studied and their polarization properties were
determined. Exemplary results will be discussed,
highlighting the influence of bidirectional geometry
and wavelength.
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Recommendations on the finite intervals of 
irradiation and collection solid angles for 
measuring the bidirectional reflectance 
distribution function (BRDF) of highly glossy 
samples, close to their specular direction, are 
derived from high angular resolution measures. 
These measures were done with the conoscopic 
system at the Conservatoire National des Arts et 
Métiers, CNAM, specially designed for measuring 
gloss. An equation was derived from the data to 
estimate the systematic relative error due to finite 
intervals, and it is presented here.

INTRODUCTION

The BRDF of glossy samples has a very high and 
narrow peak around the specular direction; therefore, 
a very high angular resolution is required for its 
measurement, being this resolution determined by 
the measuring irradiation and collection solid angles. 
These solid angles are not infinitesimal because 
finite geometrical intervals cannot be avoided in the 
measuring systems. The conoscopic system to 
measure BRDF at the Conservatoire National des 
Arts et Métiers, CNAM [1, 2] allows small solid 
angles, and, in consequence, angular resolutions 
high enough for an adequate angular sampling of 
highly glossy surfaces, with a negligible impact of 
the finite intervals on the BRDF measurement. From 
these measures it is possible to estimate by 
numerical integration the impact of using larger 
finite intervals on a given sample. This method has 
been used in this work to propose recommendations 
on finite intervals (solid angles) to avoid systematic 
errors in BRDF measurements of samples of 
different gloss categories.

EXPERIMENTAL DATA

High-angular-resolution BRDF measurements of 
four samples belonging to four different gloss 
categories were carried out in CNAM. The name, 
the FWHM and the visual gloss of each sample are 
given in Table 1.

Table 1. Samples studied in this work.

Sample name FWHM Visual gloss
NCS4 7.91º 30
NCS5 3.70º 50
NCS6 2.59º 75
NCS7 0.84º 95

The measurements are represented in Figure 1. The 
angular resolution is 0.004º, except for NCS7, which 
is 0.015º. 

RESULTS AND DISCUSSION

The BRDF measurements were angularly integrated 
along a given interval to study the effect of reducing 
the angular resolution. This effect is equivalent to 
increase the illumination or collection solid angles 
widths. Solid angles with full-angle widths (κ) of 
0.031º, 0.12º, 0.28º, 0.5º, 0.78º, 1.1º, 1.5º, 2º and 
2.5º were selected. 

The systematic error of the calculated BRDF by 
enlarging the solid angle width at the former values, 
are estimated by comparing them to those measured 
in the conoscopic system. The relevant angular 
variable to assess the variation of the BRDF of 
glossy samples is the aspecular angle (θasp). The 

Figure 1. BRDF measurements of the four studied 
glossy samples around the specular direction. The false 
colour represents the value of the BRDF at each 
measurement geometry (see colour bar on the right side).
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lower it is, the most relevant is this variable, but its
relevancy depends on the FWHM of the sample too.
That is why, in a first approach to obtain a general
equation for the systematic error, the BRDF was
expressed as a function of a normalized angular
variable, expressed as θN = θasp / FWHM (Figure 2).

It is observed that the main BRDF change due
to the specular peak is found between values of θN

from 0 to 0.7 for all samples, unlike data in Figure 1,
where the variation of BRDF occurs over a different
interval of the angular variable for each type of
sample.

The proposed normalized angular variable θN

allows the relative angular distribution of relative
errors to be normalized. However, the absolute
values of these errors are still depending on κ and
FWHM. A phenomenological equation can be fitted
to estimate the systematic relative as a function of κ,
FWHM and θN. The relative error positively depends
on κ and negatively on FWHM. If this relative error
is multiplied by κc2/FWHMc1, with c1 = c2 = 1.3, the
result of this factor is much more independent of κ
and FWHM, as seen in Figure 3.

From this analysis was possible to obtain the
following equation to estimate the systematic
relative error due to finite intervals:

r = 𝜅
𝐹𝑊𝐻𝑀

1.3
× (0.34− 0.37 × 𝜃N) (1)

This equation is only valid from θN = 0 to θN = 0.7.

CONCLUSIONS

High-angular-resolution BRDF measurements
carried out at CNAM were assumed as true values to

numerically evaluate the impact on the measurement
in the case of using measuring systems with a lower
angular resolution, limited by the illumination or
collection solid angles. The analysis has allowed to
obtain an equation that estimates the BRDF relative
systematic error that would be made when
measuring samples of a certain FWHM, with a given
angular resolution, and at a specific aspecular angle.
This should allow for recommendations to be given
on solid angle widths for the measurement of the
BRDF of glossy samples under different geometrical
conditions.
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This work presents a facility for measuring the 
Bidirectional Scattering-Surface Reflectance 
Distribution Function (BSSRDF), a function that 
describes the scattering in translucent materials. 
This facility targets an expanded uncertainty of 
5 %. As a preliminary result, the half-angle of the 
collection solid angle was found to be the limiting 
uncertainty source.

INTRODUCTION

The reflectance of a translucent material cannot be 
explained only by the reflection at its surface but 
also by the scattering of the light inside its volume, 
which makes part of this light to emerge from other 
non-irradiated positions on the surface. To 
characterize the reflectance of translucent materials, 
a distribution function has been proposed that relates 
the incident radiant flux at a given point on the 
surface with the radiance at another point. This 
function, known as BSSRDF, is defined as1:

BSSRDF(xi, ri ; xr, rr) =
d𝐿r(xr; rr)
d𝛷i(xi; ri)

Fig. 1 shows a schematic representation of the 
geometrical variables involved in these 
measurements. The two cones represent incidence 
(subscript ‘i’) and collection (‘r’) solid angles, 
respectively. 

The BSSRDF, although formally defined, has 
not been measured with metrological quality to date, 
and its definition as measurand must be established. 
As no primary equipment is available for measuring 
it, no reference exists for the measurement of 
subsurface scattering or translucency. This work 
aims to develop a facility for measuring the 
BSSRDF with expanded uncertainties under 5 %.

EXPERIMENTAL SETUP

A BSSRDF measuring system has been developed at 
CSIC, based on the Spanish gonio-
spectrophotometer (GEFE)2. A photograph of the 
complete experimental device is shown in Fig. 2. 
The lighting system is located on the right side, 
which includes a Köhler system, allowing a uniform 
and directional irradiating spot on the sample, whose 
size can be modified by a diaphragm placed in front 
of the first Köhler’s lens. A 1-mm diameter spot on 
the sample surface was selected for BSSRDF 
measurements. A 6-axis robotic arm (left) is used to 
position the sample at any orientation. Finally, the 
detector is located on a platform which can be 
moved around the sample on a circular ring. These 
degrees of freedom are enough to realize almost any 
incidence and collection bidirectional geometry. For 
providing spatial resolution, a CCD camera is used 
as detector, with an objective lens Navitar Zoom 
7000 (18:180 mm). This detection system allows 
spatial resolution of 45 m on the sample surface.

(1)

Figure 1. Definition of the geometrical variables involved 
in the measurement of the BSSRDF.
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A measurement equation is derived from Eq. (1):

𝑓ssr,k = 1
𝐴fov𝜋 sin2 𝜅r cos𝜃r

𝑁k,r
∑𝑁k,i

𝑇i𝜂e,i

𝑇r𝜂e,r

𝑡exp,i

𝑡exp,r

where:

fssr,k: BSSRDF at the position of kth pixel of the
camera.
Nk: Response of the kth pixel.
Afov: Field of view area of one pixel.
T: Objective lens transmittance.
ηe: External quantum efficiency of the pixel.
texp: Exposure time.
θr: Angle of the collection direction respect to the
normal of the sample.
r: Half-angle of the collection solid angle (Fig. 1).

The ratio Ti ηe,i / Tr ηe,r represents the ratio of
camera responsivities in two different conditions:
directional illumination (without sample) and diffuse
illumination (with sample out of specular
conditions). An experimental procedure for
measuring r and the ratio Ti ηe,i / Tr ηe,r was
developed. This procedure is based on locating a
mirror on the sample position and moving it
relatively to the camera objective at the measuring
conditions, so that the relative responsivity of the
camera is obtained for different incidence directions.

Also camera linearity and camera noise were
assessed to estimate the BSSRDF uncertainty. The
nonlinearity is important when incidence and
collected radiant fluxes are evaluated with very
different integration times. Specifically, the use of
very low integration times should be avoided
because smear is produced, the main cause of
nonlinearity. So far, the uncertainty of r is the
limiting uncertainty source of the BSSRDF

measurement, with an expanded uncertainty of about
5 %.

 The detailed uncertainty budget and BSSRDF
measurements of specially selected translucent
samples will be shown during the conference. These
measurements are obtained from images as those
shown in Fig. 3, acquired with the presented facility.

CONCLUSIONS

A gonio-spectrophotometer was adapted to build a 
primary facility for measuring the BSSRDF with a 
target expanded uncertainty of 5 %. Procedures are 
under development for measuring those variables 
required to obtain the BSSRDF. So far, the half-
angle of the collection solid angle is the limiting 
uncertainty source.
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(2)

Figure 2. Gonio-spectrophotometer adapted for 
measuring the BSSRDF.

Figure 3. Images of three translucent surfaces irradiated 
by a 1-mm diameter spot centred on the image. The 
concentration of scattering particles increases from 
sample 1 to sample 3.
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We describe a high-throughput, high
reproducibility setup for the measurement of
femtosecond instantaneous degenerate two-
photon absorption cross sections in abroad range
of visible to near-IR excitation wavelengths.
Preliminary results on some common fluorescent
dyes such as Rhodamine 6G are presented and
analysed in comparison to previously published
data. We also introduce a newly created online
2PA spectra database.

INTRODUCTION

Two-photon absorption (2PA), wherein electronic
transitions are activated by the simultaneous
absorption of two photons,1 is a topic of growing
interest in optics, with applications ranging from
optical power limiting,1 microfabrication,1

microscopy and phototherapy,1 to nanothermometry2

and molecular probes of electric fields.3 As a second
order process by nature, the probability of 2PA shows
quadratic dependence on the excitation power,
characterized by chromophore’s intrinsic two-photon
cross section (2PA), which is analogous to the one-
photon absorption cross section, but is expressed in
the units, cm4 s photon-1. Applications can thus be
optimized by knowledge of potentially large 2PA
cross sections at specific excitation wavelengths;
however, determining 2PA spectra with sufficient
reliability and accuracy has been a difficult task,
especially due to the need of characterizing the
instantaneous photon flux of the excitation.

As an illustrative example, Figure 1 displays the
2PA spectrum of the laser dye Rhodamine 6G, which
has been measured numerous times by several
groups,4–9 but with limited reproducibility between
measurements. The issues of reproducibility stem
from variations between 2PA measurement methods9

and a lack of standardization of 2PA equipment,
which are generally independently assembled. In
addition to this, many 2PA measurements are
performed at few wavelengths, due to time or
capability constraints of the instrumentation, making
comparisons difficult. The several techniques for

measuring 2PA also do not always agree due to other
attenuating processes, such as excited state
absorption, or concentration dependent effects which
can change the behaviour of absorbers.

To address the issues of reproducibility and
accuracy, we have developed a high throughput
instrument for the automated characterization of two-
photon cross section and spectra. This instrument has
pulse characterization, coupled with the ability to
measure multiple samples, as well as a broad spectral
range, so our results may be easily comparable to
other systems.

Figure 1. Top: Two-photon cross section measurements
of Rhodamine 6G (1 GM = 10-50 cm4 s photon-1). Bottom:
Reported relative uncertainty (k = 1) in cross section
measurements. Both plots are on a log scale showing the
wide range of reported cross section and relative
uncertainties.
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METHODS

Our 2PA setup, depicted in Figure 2, measures the
two-photon excited fluorescence of samples.
Excitation pulses (1 mJ, <150 fs) are generated by a
Yb laser (Pharos-SP, Light Conversion), followed by
an optical parametric amplifier (OPA, Orpheus-HE,
Light Conversion) and second harmonic generation
(SHG), which allow for wavelength tunability from
315-2600 nm. These pulses can be characterized in
terms of bandwidth, pulse duration, pulse energy and
beam diameter. Power is adjusted using a neutral
density filter, providing a quadratic fluorescence
response which is recorded via PMT. Collecting
emission, rather than direct absorption helps
eliminate other nonlinear processes, such as excited
state absorption.

The key advantages of this system lie in the
automation of many of its functions. It is capable of
measuring power dependent spectra over a broad
range of wavelengths, with comparisons of up to four
samples in a single run. Comparisons can also be
made to the corresponding one-photon absorption,
which is achieved via SHG using a BBO crystal.

In conjunction with this spectrometer, our
research group has also implemented the first online
database of two photon absorption spectra
(www.kbfi.ee/mpa), providing reference compounds
for other facilities to measure 2PA.

INITIAL RESULTS AND FUTURE PLANS

Initial measurements indicate 2PA spectra are highly
reproducible, with variations of spectral shape <5%,
and of absolute cross section <10%, which we plan to
improve shortly. In addition to the emission detection
we currently have, we plan to install a nonlinear

transmission detector, which will allow us to
determine what circumstances these two techniques
agree or disagree. We also have tentative discussions
with national metrology institute (AS Metrosert)
towards establishing a certified and SI-traceable 2PA
measurement service.
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Figure 2. Schematic of the automated femtosecond 2PA spectrometer. Pol – polarizer; FM – flip-mirror; LPF – long-pass
filter; SPF – short-pass filter; BPF – band-pass filter; Ln – lenses; /2 – half-wave plate; BBO – barium borate crystal; 
NDFW – neutral density filter wheel; PED – pyroelectric detector; PMT – photomultiplier tube.
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This paper presents the analysis and results of 
transmittance haze by using DIN 5036 part 3. From 
the simulation, diffuse transmittance is strongly 
dependent on reflectance of the integrating sphere, 
which also makes transmittance haze deeply 
affected. The measured data were compared to the 
data from double compensation method to prove 
the simulation result.

INTRODUCTION

Transmittance haze inconsistencies exist among 
various measurement methods. In 1st APMP pilot study, 
some commonly used methods in Asia-Pacific area, 
ASTM D1003, ISO14782, BS:2782 Part5, double
beam method, and double compensation method were
discussed, and the reasons causing non-equivalent
transmittance haze among NMIs were also analysed.
Because there is no standards specifying the 
measurement method for such high range, while many 
products labelled ‘high haze’, the second TCI project 
(APMP.PR-P3.1) focus on studying in depth the 
technique of haze measurement including high haze 
level measurements. In 2019, CIE TC 2-94 was 
founded by most members that participated in the 
APMP pilot study. The purpose is to write a CIE 
Technical Report on measurement methods of total 
transmittance, diffuse transmittance, and transmittance 
haze, including their advantages and disadvantages 
and guidance for determination of measurement 
uncertainties. The 1st and 2nd pilot study results will be 
included in TC2-94, and the other commonly used 
methods, such as DIN 5036 part 3 discussed in this 
article, will also be analysed in this TC.

 PRINCIPLE AND DISCUSSION

Total transmittance (TT) of DIN 5036 Part 3 is shown 
as step (i) and (ii) in Fig. 1, while diffuse transmittance 
(DT) is shown as step (i) to (iv)[1]. I1 to I4 are the 
measured values from step (i) to step (iv), respectively. 
According to the definition of transmittance haze (TH), 
ratio of DT to TT, TH can be calculated although there 
is no description about TH measurement in this 
standard document.

The sphere multiplier M for each measurement 
step is shown in equation (1) where ρo is the initial
reflectance for incident flux, ρs is the reflectance for
integrating sphere wall, ρi is the reflectance for port i
and fi is the fractional area of port i to the sphere internal
surface area. Therefore, sphere multiplier M0 in step (i)
equals to Mt in step (ii) and Ms in step (iii) equals to Md
in step (iv) due to the same configuration.

0

s i i ii 1 i 1
1 (1 )n nM

f f


 
 


   

     (1)

Figure 1 The method specified in DIN 5036 part 3. TT=I2/I1,
DT= (I4-TT∙I3)/ (I1-I3), and TH=DT/TT.

Because M0 equals to Mt, TT from DIN 5036 Part 
3 can be measured accurately if the structure of the 
measurement system can be designed properly. 
However, some discrepancies exist during DT 
measurement process. The equation of DT can be 
rewritten as equation (2), where φd, φs and φ0 are 

incident flux in step (iv), (iii), and (i), respectively.   
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   (2)   

Equation (2) shows that the sphere multiplier will 
affect DT. Assume that fi for all ports is 0.01, TT is 0.95, 
the reflectance for the test specimen ρt is 0.1, φd, φs and 

φ0 are 0.2, 0.01 and 1 respectively, the theoretical DT 
can be calculated under the same sphere configuration 
from equation (3), and the value is 0.1905.
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The numerical simulation result of DT by 
changing the reflectance of sphere (ρs) is shown in Fig. 
2, which shows that DT is strongly dependent on ρs. 
Except for small ρs, DT is usually smaller than its 
theoretical value of 0.1905. In this case, DT is close to 
the theoretical value when ρs is down to 0.5. However, 
measured signals would be greatly reduced due to low 
ρs, and usually such low reflectance material is not 
used for the integrating sphere wall.  

Another factor that may have influence on DT is 
the incident flux φs due to the imperfect collimated 
beam. In this case, assume that ρs is 0.9, φs is variable, 
the result in Fig. 3 shows that DT is still smaller than 
its theoretical value, even though the incident light is a 
perfectly collimated beam(φs = 0).  

Figure 2 Numerical simulation - reflectance of the 
sphere ρs versus diffuse transmittance DT

Figure 3 Numerical simulation - incident flux from 
imperfect collimated beam φs versus diffuse 
transmittance DT

COMPARISON OF DIFFERENT METHODS

To prove the above simulation of DIN 5036 part 3, four 
transmittance haze plates were used as test specimens. 
All plates were measured by DIN 5036 part 3 and 
double compensation method shown in Fig.4, which 
can be used to measure theoretically accurate TT, DT 
and TH if the structure of the measurement system can 
be designed properly under the same configuration in 
each step. 

Figure 4 The method of double compensation. TT=I2/I1,
DT= (I4-TT∙I3)/ (I1-I3), and TH=DT/TT.

Tables 1 to 3 show the DT TT and TH results from 
the two methods, respectively. From table 1 and table 
2, the DT values from DIN 5036 part 3 are all smaller 
than the values from double compensation method, 
and the TT values from the two methods are very close. 
These results show that the TT can be measured 
accurately by using DIN 5036 part 3, but DT is smaller 
than the theoretical value. Due to the definition of 
transmittance haze (TH), DT/TT, it is known that TH 
from DIN 5036 part 3 is also smaller than the 
theoretical value as shown in table 3. 

Table 1 DT from two methods
Test Specimen

Method H20 H40 H70 H90
DIN 5036 part3 13.50 33.82 62.08 80.04

Double Compensation 14.18 35.85 65.82 84.87
Table 2 TT from two methods

Test Specimen
Method H20 H40 H70 H90

DIN 5036 part3 84.95 91.46 90.81 89.99
Double Compensation 84.95 91.43 90.85 89.83

Table 3 TH form two methods
Test Specimen

Method H20 H40 H70 H90
DIN 5036 part3 15.88 36.94 68.30 88.84

Double Compensation 16.68 39.18 72.40 94.37

CONCLUSION

TT data can be measured accurately by DIN 5036 part 
3, but the obtained DT data are smaller than theoretical 
values. Therefore, TH data from this method are also 
smaller than the theoretical values. This is because DT 
from DIN 5036 is highly dependent on reflectance of 
the integrating sphere, and higher reflectance causes 
greater differences from the theoretical values. 
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In order to measure extremely low diffuse
reflectance of flat samples or cavity samples, a new
device has been set up. The biggest difference
between normal reflectance measurement systems
is that a supercontinuum source is used as the light
source to improve the measured signal-to-noise
ratio and to expand the scope of measurement
results. The measurement condition is just for 0/d
right now. Device performance is continuously
improving. Currently, the lower limit of the
reflectance measurement can reach to 0.00005 in
the range of 1100nm-2000nm , and the relative
uncertainty is nearly 15% while the reflectance is
near to 0.0005(k=2).

INTRODUCTION

The diffuse reflectance of the material is a key
supplementary comparison in CCPR. The accuracy
of the measured value and uncertainty of diffuse
reflectance measurement directly represents
calibration and measurement capabilities in this field.
The current international comparison is mainly
concentrated in the high reflectance, and comparison
about extremely low-reflectance (less than 1%) is still
blank. With the development of emerging industries
or materials, there are more and more requirements
focus on low reflectance measurements not only for
higher measurement accuracy but also for more
widely spectral range.
Therefore, it is of great significance to improve the
measurement method and optimize the measurement
device to improve the measurement level of diffuse
reflectance and reduce the uncertainty of the
measurement result of the diffuse reflectance.

EXPERIMENTAL DEVICE

In order to improve the current level of diffuse
reflectance measurement in the ultra-black field, a
corresponding measuring device is set up, the
principle of the device is shown in Figure 1, it is used
to measure the diffuse reflectance under 0/d condition.

1

2

6

9

3
5

Figure 1. Device Schematic. 1: Supercontinuum Source; 2: 
Chopper; 3: Concave mirror; 4: Monochromator;5: 
Aperture; 6: Integrating Sphere; 7: Sample; 8: Detector; 9: 
Lock-in Amplifier.

The light source adopts SC-PRO-7 high-power
supercontinuum source produced by Anyang Laser,
with the spectral range of 400nm-2400nm. Its seed
source wavelength is 1064nm, and the maximum
light power can reach up to 20W. The
monochromator is iHR550 produced by HORIBA
Scientific and the scanning range is 250nm-2000nm
with 3 gratings and filter wheel. The detector is InSe,
also bought by HORIBA Scientific, part number is
DSS-PSE020T, spectral rang is 1.0μm-4.5μm. The
Lock-in Amplifier is SR830 produced by Stanford
Research Systems.

The light emitted by the supercontinuum source
passes through the chopper and the concave mirror,
and then enters the monochromator. In the
monochromator, the light passes through the filter
wheel, the collimator, the diffraction grating, and the
focusing lens and reaches the exit slit. The emitted
light enters the integrating sphere after passing
through the two apertures, and irradiates the sample
vertically through the sample window on the
integrating sphere coated with PTFE.

PARAMETER SETTINGS

In order to protect the monochromator, the light
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source energy was adjusted to 40% of full power, not
100%.The chopper frequency was set to 200Hz to
270Hz to obtain a higher signal form SR830. The
entrance slit and exit slit of the monochromator were
both set to 2mm, nearly 6nm bandwidth. The grating
was selected as 600lp / mm blazed grating, the filter
is Lp-1000 which can only pass the wavelength more
than 1000nm.  In order to obtain greater dynamic
range, we connected the detector to SR830 directly,
without using the manufacturer's amplifier. The
integrating time for each wavelength point is set to 1s.

MEASUREMENT RESULTS

The background signal (using pressed PTFE as
sample) and zero signal (no sample) were measured
at 1000nm-2000nm range are shown in Figure 2.

Figure 2. 1000nm-2000nm background and zero signal

  From the measured results, due to the similarity
between the zero signal (mainly caused by stray light,
the background signal from acquisition system and so
on) and the background signal, it can be considered
that there is a possibility of further reduction for the
zero signal of the system.

If we divided “Zero signal” to “Background
signal”, the result is shown in Figure 3. It can be
known that the device can measure samples with
diffuse reflectance as low as 0.00005 in 1100nm to
2000nm. Obviously, if we subtract zero signal before
each measurement, lower reflectance may be
obtained. The results in the red box in Figure 3 are
unreliable abnormal results, which may be caused by
the seed source of the pulsed light source. We expect
to solve this problem in further experiments.

Figure 3. 1000nm-2000nm lower measurement limit

Normally, the measurement sequence is: measure the
PTFE (its reflectance value is calibrated in NIM),
zero, and the sample, from the measured data, the
diffuse reflectance of the sample can be calculated
out, shown in Figure 4.

Figure 4. 1000nm-2000nm sample diffuse reflectance

It can be seen from the figure that the diffuse
reflectance level of this sample is about 0.0004. The
relative uncertainty in our current preliminary
estimates is about 15 % (k=2).

The final purpose of this device is to achieve the
low reflectance measurement in the 500nm-2000nm
waveband, however, at this stage only the extremely
low diffuse reflectance measurement in the near-
infrared region of the 1100nm to 2000nm band
achieved preliminary results.
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We report on ROSI, the new NIST reference 
instrument for specular and bidirectional diffuse 
reflectance measurements at UV-SWIR (250 nm to 
2400 nm) wavelengths. ROSI employs high-
brightness tunable light sources and a robotic arm 
goniometer that have enabled the expansion of 
diffuse bidirectional reflectance calibrations in the 
SWIR and research measurements to out-of-plane 
geometries. We describe the determination of 
correction factors, uncertainty budget, and 
validation of ROSI. We will also describe the 
addition of an integrating sphere for 
directional/hemispherical reflectance calibrations.

INTRODUCTION

NIST maintains a robust program in reflectance 
calibrations and research in support of stakeholders 
from NASA and other government laboratories to 
manufacturers of optical instruments and components.  
For many years the NIST reference reflectometer for 
UV-SWIR wavelengths has been the Spectral Tri-
function Automated Reference Reflectometer 
(STARR) [1]. The new facility, the Robotic Optical 
Scattering Instrument (ROSI),[2] addresses growing 
demand for reflectance measurements at expanded 
geometries, leverages technological advances in light 
sources, and features the unobstructed sample 
viewing, reliability and repeatability of a robotic arm 
goniometer.  We describe the operation of ROSI for 
bidirectional and specular reflectance calibrations 

and report on progress towards the addition of 
directional/hemispherical calibrations to ROSI.

SYSTEM DESCRIPTION

As shown in Figure 1, light from either a broadband 
supercontinuum fiber laser or a Xenon laser-driven 
light source (LDLS) is coupled into a monochromator 
to allow tunable output from 250 nm to 2400 nm. 
After passing through a diffuser, chopper, and circular 
aperture (not shown), the output is polarized and 
imaged to a 1-cm diameter spot incident on the 
sample plane of the robot goniometer for 
bidirectional measurements. The 8/di measurement 
capability (dotted line illumination path) is under 
development.

In the robot goniometer, light is collected by the 
UV-SWIR receiver, which consists of a precision 
aperture followed by a lens that focuses light to one 
of two detectors that can be translated into position 
behind the aperture/lens assembly. A silicon 
photodiode is used for UV-NIR (250 nm to 1100 nm), 
and an extended InGaAs photodiode on a small 
integrating sphere is used for SWIR (1000 nm to 
2400 nm) wavelengths. The reflectance 
measurements are absolute: the receiver can be 
positioned to measure both the incident and reflected 
flux.  The combination of the robotic arm sample 
holder and the rotation of the receiver arm enables 
reflectance measurement at nearly any combination 
of incident and viewing angles. 

Figure 1: Schematic of the ROSI facility. Commissioning of the tunable light source for wavelengths from 250 nm to 
2400 nm, and the Robot Goniometer for bidirectional reflectance calibrations, is complete. The 8/di sphere is 
operational, with directional/hemispherical calibration capability under development.      

231



VALIDATION AND UNCERTAINTY

As part of the instrument validation for ROSI, we
measured a sintered PTFE sample that had been
previously measured by the NIST STARR facility and
the Physikalisch-Technische Bundesanstalt (PTB)
Gonioreflectometer for 0/45 diffuse reflectance factor
[3]. The results and residuals are shown in Figure 2.
The residuals generally fall within the combined
expanded uncertainty for each pair of instruments,
validating the quality of measurements obtained on
ROSI.

Table 1 shows the components of a typical
uncertainty budget for reflectance factor of sintered
PTFE. Dominant uncertainty components come from
the receiver efficiency uniformity, sample uniformity,
illumination centering, and viewing angle.  The
latter two components are geometrical and arise from
our ability to set and maintain alignment of the
incident and viewing. Sample uniformity is sample
dependent and is evaluated by measurements at
different locations on the sample.  The receiver
efficiency uniformity component is the uncertainty in
a correction factor that accounts for differences
in efficiency of collecting diffusely scattered

reflected flux compared to collimated incident flux.
Details of the instrument characterization,
uncertainty budget, and research applications of
ROSI will be presented at the conference.
Table 1. Nominal Relative Uncertainty Contributions
(k = 1) and Expanded Relative Uncertainty (k = 2) for 0/45
reflectance factor of a typical sintered PTFE diffuse
reflectance standard measured at 550 nm.

Source of Uncertainty Relative Uncertainty
Contribution

Aperture Distance  0.03 %
Aperture Area <0.01 %
Finite Solid Angle
Calculation  0.05 %

Illumination Centering  0.16 %
Detector Gain Ratio  0.06 %
Lock-in Amplifier
Sensitivity Ratio  0.02 %

Receiver/Monitor Gain
Ratio Stability  0.04 %

Receiver Efficiency
Uniformity  0.32 %

Detector Noise  0.01 %
Wavelength <0.01 %
Sample Uniformity  0.20 %
Incident Angle <0.01 %
Viewing Angle  0.09 %

Expanded Relative
Uncertainty
 0.86 %

FUTURE WORK

The characterization and validation of an integrating
sphere for 8/di reflectance measurements is underway,
and when commissioned, will complete the transition
of all UV-SWIR reflectance calibration services to
ROSI.
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Figure 2a). Reflectance Factor vs. Wavelength for a
sintered PTFE sample, denoted PTFE#1 in Ref. 3, as
measured by ROSI (solid circles), the NIST STARR
facility (solid triangles) and PTB (open squares).
STARR and PTB data from Ref. 3. b) Residual difference
in Reflectance Factor between ROSI and STARR (solid
triangles) and ROSI and PTB (open squares) along with
the combined k = 2 for each instrument pair.
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 We have measured the temperature dependent 
Fresnel reflection loss and Rayleigh backscatter of 
single-mode SMF-28 fibre, polarisation 
maintaining (PM) single-mode fibre and PM 
photonic crystal fibre (PCF). We show that the 
relative effective refractive index of these fibres 
reduces by 0.11 %, 0.15 % and 0.30 % respectively 
from room temperature to 5 K. At the same time 
the Rayleigh backscatter increases 15x for SMF-
28 and PM fibres, and 4x for the PM PCF fibres.
As a fibre is cooled, the refractive index reduces, 
which increases the fibre’s output power. It is this 
change we quantify in order to apply a correction 
to our fibre radiometer measurements. We use an 
in-situ beam-splitter measurement technique to 
measure the Fresnel reflection at 1310 nm and 
1550 nm and we confirm the results at 1550 nm 
with optical frequency domain reflectometer 
measurements. 

INTRODUCTION

Optical return loss (ORL) of a fibre encompasses 
Fresnel reflection from the media boundary interface 
and Rayleigh back-scatter within the fibre [1]. The 
temperature dependent effective refractive index neff 
of the fibre can be determined from a measurement of 
each of these parameters as the fibre is cooled. 
  Recently we reported a fibre-coupled cryogenic 
primary standard for the calibration of optical fibre 
power meters [2]. The system used commercial all-
fibre beam-splitters and single-mode fibre to direct 
light from attenuated fibre-coupled laser diode 
sources to the device under test (DUT) and either of 
two absolute standard detectors. 
  The fibre within the cryostat is thermally anchored 
to a temperature stabilised stage, irradiating a 
cryogenic detector operating at 7 K. As the fibre from 
the beam-splitter to the cryogenic detector is cooled, 
the refractive index reduces. This causes a reduction 
in the Fresnel reflection R at the media boundary of 
refractive index n1 = 1.47, propagating to a material
of index n2 = 1.00 (vacuum), leading to an increase in 
fibre output power, Eqn 1. The beam-splitter ratio 

               𝑅 = 𝑛1− 𝑛2
𝑛1+𝑛2

2
= 0.036           (1)  

between radiometer and DUT is measured at room 
temperature, and therefore this change in fibre output 
is required to be measured in order to apply a 
correction to the room temperature beam-splitter ratio 
measurement. A measurement of the Fresnel 
reflection not only enables a correction to the beam-
splitter measurement, but also allows us to calculate 
the temperature dependent effective refractive index 
neff. We are interested in quantifying this effect to the 
best uncertainty possible in order to improve and 
assure our DUT calibration uncertainty. The work 
presented here is also applicable to the single-photon 
detection community where detectors are calibrated 
for detection efficiency [3].

METHOD

Five fibres were investigated using an in-situ beam-
splitter measurement technique, Fig. 1. The results 
were confirmed at 1550 nm with optical frequency 
domain reflectometer (OFDR) measurements. The 
fibres tested included SMF-28 Ultra, PM15-U25D
and PM13-U25D (PM single mode fibre), and LMA-
PM-10 and PM-1550-01 (PM PCF fibre). The PCF 
fibre was included in the assessment as it provides the 
possibility of using one fibre within the cryostat and 
thus one cryogenic detector, to cover the visible and 
near infrared wavelength region. This would 
considerably reduce the complexity around the 
cryogenic detector. The difficulty of using PCF fibre 
relates to the evacuation of air within the micro-
capillary structure in preparation for cooling. 
   

  Fig. 1. In-situ beam-splitter setup for the measurement 
of Fresnel reflection and Rayleigh backscatter. (A) 1 x 3 
beam-splitter with monitoring (MON) channels. (B) 3 x 1 
beam-splitter connected in reverse to facilitate ORL 
measurements. 
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The crosstalk of the beam-splitter is first assessed and 
then the change in Rayleigh scatter of the fibre 
measured as it is cooled. This is facilitated by 
attaching 4 m of fibre to the 4 K cold plate with both 
ends exiting the cryostat. Light is launched into one 
end while the other is monitored as the fibre is cooled. 
This enables the scatter to be calculated. The 
monitored end is then withdrawn into the cryostat, 
anchored to the cold plate, and the system cooled. The 
change in Fresnel reflection is calculated from the 
measured value of the ORL and Rayleigh backscatter. 
These measurements were repeated for all five test 
fibres at 1310 nm and 1550 nm.
  A Luna OFDR 4600 swept-wavelength 
reflectometer, set to a centre wavelength of 1550 nm, 
was used to record the time of flight along the length 
of fibre. The change in Rayleigh back-scatter was 
determined by integrating the signal 10 mm after the 
source connector to within 10 mm of the plane cut end 
facet at room temperature, 77 K and 5.2 K. The signal 
was also integrated 10 mm about the two reflection 
peaks (Fig.2). By comparing the room and low 
temperature measurement results, the Fresnel 
reflection loss change could be determined.

RESULTS

We observed a 15x increase in the Rayleigh
backscatter with both techniques for SMF-28 and
PM fibres, and a 4x increase for the PM PCF fibres.
The results for the five fibres tested are listed in
Table 1 below. The effective refractive index neff is 
calculated from the measurement of the Fresnel 
reflection signal. Fig. 2 illustrates a typical OFDR 
measurement result – in this case a 4 m length of 
PM PCF fibre with inset showing the distinctive 
dual reflection peaks of a PM fibre.

Fig. 2. Fresnel reflection at 1550 nm for plane cut end
facet PM PCF fibres; PM-1550-01 and LMA-PM-10
with each fibre connectorised FC / APC at one end only,
with modal adaptation of 10 mm fused SMF-28 fibre.
Inset: time of flight (ns) for approx. 4 m of PM-1550-01
PM, high index, solid core, PCF fibre at room
temperature, 77 K and 5.2 K showing the reflection
nodes of the slow and fast axes as the fibre is cooled.

The effective group index of refraction is 

calculated to change 0.11 ± 0.01 % for SMF-28 fibre, 
0.15 ± 0.01 % for standard PM fibre and 0.30 ± 0.02
% for the PM-1550-01 PCF fibre (holey PM rod 
structure), Table 1. The signal exiting the fibre end 
facet increases relatively from 96.40 % to 96.42 %, 
96.43 % and 96.46 % for SMF-28 fibre, standard PM 
fibre and PM PCF fibre respectively, (Eqn 1). 

Table 1. Temperature dependent effective refractive index 
for various fibres at 1310 nm and 1550 nm wavelength.

Fibre Type and 
Wavelength

Effective Refractive Index neff

293 K 77 K 5 K
1310 nm
SMF-28 Ultra 1.46763 1.46641 1.4661 (0.10%)1

PM13-U25A 1.46791 1.46651 1.4660 (0.13%)1

1550 nm
SMF-28 Ultra 1.46823  1.46701, 2 1.4666 (0.11%)1, 2

PM15-U25D 1.46842  1.46671, 2 1.4662 (0.15%)1, 2

LMA-PM-10 1.46642  1.46792 1.4662 (0.014%)2

PM-1550-01 1.47332  1.47052 1.4688 (0.30%)1, 2

1Beam-splitter measurement, 2OFDR measurement, 3from 
Corning product info SMF-28 ultra-optical fibre. The 
numbers in parentheses represent the relative change in 
output power of the fibre.

CONCLUSION

We have developed an in-situ beam-splitter 
measurement technique to measure the change in 
output of the optical fibres within our measurement 
facility as they are cooled. This change is applied as 
a correction to the room temperature beam-splitter 
ratio measurement between radiometer and DUT. 
This work helps assure our calibration uncertainties. 
The PM PCF results are promising which encourages 
further work to understand the dynamics of the fibre 
within a low temperature vacuum environment.
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The key comparison CCPR-K5.2019 for spectral
diffuse reflectance will be performed in the
wavelength range of 360 nm to 830 nm using a 0º:d
or equivalent geometrical configuration. The key
comparison will be carried out in a star pattern
among eleven participants using two types of
samples. We will present measurement results of
the evaluation tests on the quality of the samples
at the conference. The samples have negligible
fluorescence whose effect is less than 0.1% on the
reflectance measurements. The reflectance of the
samples is stable and uniform from the surface
central area of 30 mm in diameter.

INTRODUCTION

At its meeting in June 2017, the Consultative
Committee of Photometry and Radiometry (CCPR)
decided that a key comparison of spectral diffuse
reflectance would be carried out. Subsequently,
CCPR assigned the Metrology Research Institute
(MRI) of Aalto University and VTT MIKES
metrology in Finland as the pilot laboratory. The
effort will result in the key comparison reference
values (KCRV) and the unilateral degree of
equivalence (DOE) of each national measurement
scale, both its deviation from the KCRV and the
uncertainty of that deviation at the 95 % level of
confidence.

The eleven participants of the CCPR-K5.2019
key comparison will include two National Metrology
Institutes (NMIs) from North America, four NMIs
from Asia-Pacific and five NMIs from Europe. Each
participant will measure 2 pieces of matte ceramic
tile samples and 2 pieces of sintered
polytetrafluoroethylene (PTFE) samples, here after
simply referred to as sintered PTFE samples.

After the receipt of all comparison samples from
the suppliers, we have carried out a series of
measurements to assess their quality, such as tests for
short term stability, uniformity over a central spot of
30 mm in diameter, and the Lambertian behaviour at
wavelengths of 360 nm, 580 nm, and 780 nm.
Presence of possible UV-induced fluorescence has
been checked using a spectrofluorometer at

excitation wavelengths from 350 nm to 360 nm. For
the long-term stability test, a set of four samples (two
of each type) have been chosen as “Comparison
reference standards” for monitoring any drifts in the
spectral diffuse reflectance measurements of the
gonioreflectometer at Aalto and possible changes in
the comparison samples throughout the stages of the
comparison.

PILOT LABORATORY MEASUREMENT
SETUPS

The pilot laboratory measures the average spectral
diffuse reflectance using a gonioreflectometer. The
setup at Aalto [1] is shown in Figure 1. The
measurement wavelength is selected using a double-
monochromator configuration that has a bandwidth
of 5.4 nm. The average spectral diffuse reflectance is
determined by integrating the angle-resolved
radiance factor over the hemisphere, for a 0º:d
equivalent geometry. The setup has a combined
standard uncertainty of 0.2%, determined by previous
work [1]. Furthermore, the samples are measured on
a regular basis against reference standards using a
commercial double-beam integrating sphere-based,
spectrometer, which has an 8º:d configuration [2].

Figure 1. Schematic of the gonioreflectometer at Aalto.

In order to determine the presence of possible
UV-induced fluorescence at 360 nm wavelength a
spectrofluorometer was used. The setup includes a
xenon arc lamp, a monochromator, and an imaging
spectrophotometer. Several pieces of the comparison
samples of each type were irradiated in the 350-
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360 nm wavelength range. The spectral radiances of 
the samples were compared against a few known 
non-fluorescent PTFE reference samples to 
determine any effects due to fluorescence as apparent 
reflectance in the 360-830 nm wavelength range.

REFERENCE MATERIALS AND RESULTS

The sample candidates include twenty-two pieces of 
matte white ceramic tiles and twenty-two pieces of 
sintered PTFE samples. Figure 2 shows the two types 
of reference samples. The samples have been 
mounted in cap-protected frames/holders. The 
material dimensions for the ceramic tiles and for the 
sintered PTFE samples are nominally 50 mm x 50 
mm x 10 mm and 50 mm diameter x 10 mm thick, 
respectively. Figure 3 shows the result of 
fluorescence measurements for three pieces of matte 
white ceramic tiles marked as T-i, T-ii, and T-iii and 
for two PTFE reference samples P-i, and P-ii. 
Figure 4 shows an example result of a test for the 
Lambertian behaviour of a reference sample of the 
matte white ceramic tiles at wavelengths of 360 nm, 
580 nm, and 780 nm. The measurements are 
performed for the bidirectional radiance factor of 
angles ranging from 85º to -85º in 5º increments.

SUMMARY

The CCPR-K5.2019 Key Comparison measurements 
have started with MIKES-Aalto as the pilot 
laboratory according to a technical protocol which 
follows the guidelines established by CIPM and 
CCPR [3-5].

The pilot laboratory measures the average 
spectral diffuse reflectance of two types of samples 
using a gonioreflectometer. The measurement results 
of the evaluation tests on the quality of the samples 
indicates that the samples have negligible 
fluorescence whose effect is less than 0.1% on the 
reflectance measurements. In the short term, the 
reflectance of the samples is stable and uniform from 

the surface central area of 30 mm in diameter. 
Measurement results of the sample quality will be 
fully presented at the conference. 

Figure 3. Fluorescence spectral radiance factor for the 
sintered PTFE samples, P-i, P-ii, and for ceramic tile 
samples, T-i, T-ii, and T-iii using an excitation wavelength 
at 350 nm. 

Figure 4. Normalised radiance factor for a matte white 
ceramic tile measured at wavelengths of 360 nm, 580 nm, 
and 780 nm. This tile is not circulated to other participants.
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Foils made of different materials are often used as 
reflective insulators. Many manufacturers aim to 
accurately measure their optical properties to 
estimate and improve their performance. However, 
flat reflectance reference samples used in 
measurements do not correctly represent reflective 
insulators and cause discrepancy between different 
measurement techniques. Current work presents a 
method for modelling surface shape of appropriate 
reflectance reference samples that could be 
produced by additive manufacturing. The method 
is based on studying the reflection distribution of 
reflective insulators and is described with an 
example of aluminium foil. Method’s performance 
is validated using Monte-Carlo simulations.

INTRODUCTION

Precise characterization of reflectivity of reflective 
insulation products for buildings is important for 
manufacturers of those products. However, recent 
intercomparison of reflectivity measurement 
techniques organized by the standardization working 
group CEN/TC 89/WG 12 has shown large differences 
of total hemispherical reflectivity results deviating by 
6 % (from 0.92 to 0.98) on the same reflective material. 
The reasons of these differences are yet to be explained, 
but one of them ought to be a reflectance reference 
sample that doesn’t represent the measurement object 
closely enough. 

As indicated in the intercomparison, the plane 
mirrors or diffusing reflectance samples that are 
usually used for calibration of portable instruments 
may not be the best calibration targets. They are quite 
far from actual measurement targets - aluminized or 
aluminum foils that are usually used as external 
surfaces of reflective insulators. They usually have 
non-flat (battered and crumpled) surfaces and their 
comparison with flat reference standards may 
introduce some additional variation in reflectivity 
measurements.

Production of appropriate reference samples 
seems to be an obvious solution for this problem. 
Modern additive manufacturing methods allow to 
produce objects from almost any material with almost 
any size and shape. The questions that remain are that 
what should be the sample’s surface shape so that it 
would exhibit reflectance properties similar to the 
reflective insulation products and what would be a 
suitable manufacturing method.

Present article tackles these problems by 
introducing a method to determine a shape of the new 
reflectance reference sample that could be 
manufactured by precise additive manufacturing or by 
some other method.

METHOD

To determine the shape of desired reflectance 
reference sample, a reflection distribution of mesh-
reinforced foil insulator was measured by an absolute 
gonioreflectometer developed at Laboratoire national 
de métrologie et d'essais (LNE) [1]. From the results, 
(see Figure 1) a corresponding facets’ normals 
distribution function of crumpled aluminium was 
derived by averaging measurements and assuming that 
light reflected specularly from each individual 
microfacet. Next, an element of the reflectance 
reference sample surface profile was constructed. It 
consisted of coaligned linear segments whose slope 
and length corresponded to a particular facet normal 
and probability to encounter it defined by normals’ 
distribution function. At the same time, to reduce self-

Figure 1. Reflection distribution of mesh-reinforced foil (left)
and corresponding distribution of surface normals (right).
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shadowing effect and avoid microstructures that are 
impossible to produce, only sharp angles between 
facets’ were allowed. This resulted in the shape 
depicted in Figure 2 (left):

Following the same principles, derived elements 
were flipped and shifted to obtain single period of 
waveform shown in Figure 2 (right). Finally, multiple 
periods were stacked together and stretched along Y-
axis to form a 3D model (Figure 3) of structured 
reflectance reference sample with angular reflection 
distribution of a mesh-reinforced aluminium foil 
insulator.

The length of the waveform period was estimated 
from the parameters of LNE’s goniometer [1]. It 
illuminated the measured insulator sample with the 
beam of 12 mm in diameter. In this case, mean 
illuminated distance calculated from the average 
length of chords is 𝑎𝑏 =  7.71 mm.  Assuming that 
there is an equal number of facets with normals 
pointing to the left and to the right of the sample, 𝑑𝑐 =
𝑎𝑏/2 = 3.86 mm is the characteristic distance within 
which there should be present enough elements to 
comprehensively manifest the derived distribution of 
normals. The amplitude of waveform is defined by 
profile segments’ coalignment method and 3D model 
dimensions can be chosen freely but should be 
reasonable for production and exploitation.

RESULTS OF VIRTUAL VALIDATION
To validate the reflection distribution of the modelled 
reference reflectance sample surface, a Monte-Carlo 
ray-tracing simulation was performed. Simulation 
parameters were kept close to the ones used for mesh-
reinforced foil measurements. Reflection was 
modelled by Torrance-Sparrow model [2] with 
parameters corresponding to bare aluminium. The 
result of the simulation can be seen in Figure 4. 

The reflection distribution of the modelled 
surface is fairly close to the original average reflection 
distribution of the mesh-reinforced foil. The reflection 
maximum and the dispersion almost coincide and the 
overall shape is very similar.

The suitability of the modelled 3D surface to 
serve as a reference sample was also assessed. Virtual 
illumination beam was moved ±12 mm along the 
surface and areas under reflection distribution were 
compared. Area standard deviation was 4.4%. 
Decreasing wavelength, i.e. using 𝑑𝑐 = 𝑎𝑏/4 =
1.93 mm  decreased standard deviation down to 
0.65%.

ACKNOWLEDGEMENTS
This work was funded through the European 
Metrology Programme for Innovation and Research 
(EMPIR) Project 16NRM06 ‘EMIRIM’. The EMPIR 
initiative is co-funded by the European Union’s 
Horizon 2020 research and innovation programme and 
the EMPIR Participating States.

REFERENCES
1.Scoarnec V. et al., Development of an absolute 

reflectometer for reflectance calibration of mirrors in the 
infrared Revue française de métrologie 2014-1 29-38, 
2014

3.Sparrow E M, Torrance K E and Birkebak R C, Theory for 
off-specular reflection from roughened surfaces J. Opt. 
Soc. Am. 57 1105–14, 1967

Figure 2. The shape of a single element corresponding to 
derived distribution of facets’ normals (left) and waveform 
constructed of these elements (right) 

Figure 3. 3D model of structured reflectance reference 
sample for a mesh-reinforced aluminium foil insulator

Figure 4. Reflection distribution of modelled surface 
obtained using Monte-Carlo simulation
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The definition of BRDF as ratio of radiance to 
irradiance assumes that the geometrical optics 
framework applies, implicitly meaning that 
spatial coherence and diffraction of light have no 
significant effect in the reflection process. 
However, when pushing the measurement to the 
limit of small solid angles for illumination and 
collection, these effects manifest themselves in the 
form of speckle, an optical phenomenon related to 
the stochastic nature of scattering objects. We 
suggest that BRDF should be defined as the 
statistical average of the former.

ABOUT THE CURRENT DEFINITION

From an optical point of view, there is an issue in the 
current definition of BRDF [1]. This quantity 
implicitly assumes spatially incoherent light, which 
prevents any interference. It also assumes that the 
limit of illumination of the surface from one single 
direction, therefore by a plane wave with a zero solid 
angle, can be reached. But that is precisely the case of 
maximal spatial coherence, prone to interferences 
that will occur after scattering by the sample. 
Similarly, geometrical optics is assumed valid on the 
light collection side, ignoring diffraction by the 

sample. But a minimal collection solid angle 
corresponds to the most visible diffraction effects, 
which are however intrinsic to the phenomenon of 
scattering by small random fluctuations in the surface 
shape (roughness) and manifest themselves as 
speckle. Therefore, speckle effects [2] are ignored by 
that definition, while they are in fact maximized in 
the limit of the narrowest possible solid angles on the 
illumination and/or collection side.

THE IMPACT OF COHERENCE

Actually, until recently, the question of coherence 
was not an issue for BRDF measurement since most 
devices had a solid angle i large enough that 
coherence effects were not observable. Similarly, the 
rather large collection solid angle o did not allow to 
resolve any speckle pattern, but instead averaged the 
radiance and blurred speckle grains. However, 
recently, high-resolution BRDF measurement devices 
have considerably increased the directionality of the 
incident beam as well as the achievable angular 
resolution at collection [3]. Consequently, speckle is 
clearly visible in the measurements (Figure 2).

Notice in addition that speckle patterns depend 
on wavelength of light. The most contrasted patterns 
are observed with monochromatic radiations. Some 
researchers have observed residual speckle in laser-
based BRDF measurements [4] and have proposed 
experimental solutions to reduce it. In case of white 
light or broad spectral bands, the speckle patterns 
produced by each wavelength add to each other on an 
incoherent basis (flux collected). If the detection is 
not spectrally resolved, the contrast of the speckle 
patterns decreases or may even disappear, at least far 
from the specular direction. In the case of ConDOR, 
however, even though the incident light has V() 
spectrum, the observed speckle has a rather high 
contrast due to the small solid angles. Because 
diffraction patterns scale linearly with wavelength 
and with deviation angle, the speckle blur due to 
spectral width increases with the angle between the 
direction of observation o and the specular direction. 

Figure 1. BRDF is the ratio of the radiance of the surface 
element in a given direction to the irradiance on the 
sample produced by directional incident radiation. It 
assumes that the divergence of the incident beam and 
solid angle of collection both tend to zero.
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Conversely, residual speckle is most conspicuous 
close to the specular direction.

Enforcing a definition for BRDF that assumes 
incident light source to be perfectly spatially 
incoherent, i.e., in which coherence of light is not a 
parameter (in opposition to wavelength and 
polarization), would entail considering that speckle is 
not part of the measured BRDF but rather an 
experimental error (even though, in certain conditions, 
this error cannot be removed). To be convinced of this, 
one may consider a perfectly homogeneous scattering 
material with uniform appearance: Its BRDF should 
by definition be the same since the microstructure 
responsible for scattering is statistically uniform, 
whereas the speckle patterns varies strongly from one 
area to another due to the variations of local 
microstructure.

NEW DEFINITION PROPOSED

The purpose of this paper is not to enumerate 
practical methods to remove speckle effects but rather 
to propose a new definition for BRDF representative 
of the scattering properties of the material "as if" the 
incident beam was spatially incoherent. Following 
earlier work by Hoover and Gamiz [5], we suggest 
that that can be achieved by considering, at each 
wavelength  and for given polarization states on 

both sides, the expected value of the radiance 
scattered by the sample over areas whose random 
structure is statistically similar but independent from 
each other, in practice over areas which do not 
overlap with each other:

𝑓(𝐢, 𝐨) =
⟨𝐿(𝐢, 𝐨)⟩
𝐸(𝐢)

where f is the BRDF, L is the radiance in the direction 
o and E is the irradiance from direction i.

The BRDF measurement in each area includes a 
random fluctuation due to speckle, but the average of 
all measurements will discard these fluctuations 
whose expectation is zero. The number of 
measurements to be averaged depends on the solid 
angle of illumination: as a smaller solid angle induces 
a more contrasted speckle, the number of measured 
areas must be increased, which requires a larger 
sample. The manufacturers of measuring devices 
should explicitly state the way to obtain the 
mathematical expectation of the radiance according 
to the device's characteristics. If the incident solid 
angle is large enough to be considered as incoherent, 
one radiance measurement suffices. The new BRDF 
definition is then equivalent to the usual one. The user 
must just be aware of the limitation in terms of 
angular resolution.
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Figure 2. BRDF of a high gloss black sample extracted 
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resolution decreases.
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We have reported a new optical diffuser that has 
potentially more spectrally neutral than existing 
optical diffuser in the near infrared region where 
inherent molecular absorption structure due to 
water or base material shows strong wavelength 
dependence that causes big uncertainty. 
Spectrophotometric comparison has been 
revealed that the Al2O3 optical diffuser processed 
with plasma powder spraying have relatively flat 
spectral properties over the entire near infrared 
region. Basic optical properties of plasma-
sprayed Al2O3 optical diffuser and its advantage 
for spectrophotometry has been discussed. 

INTRODUCTION

Reflection-type optical diffusers are widely used as 
a reference material to calibrate various types of 
spectrophotometers and related instruments. They 
are also used as key optical components such as the 
material to finish the surface for an integrating 
sphere, or an optical target to convert irradiance to 
radiance. So far, many kinds of optical diffusers are 
commercially available and their basic reflection 
properties have been studied in detail. 

Recently applications that require accurate 
spectrophotometry have been extended beyond the 
visible region where conventional reflection 
colorimetry is applied. One of the fields that attract 
attention is the application that makes use of near 
infrared radiation such as gas analysis, optical 
communication, remote sensing including LiDAR 
(Light Detection and Ranging) and non-invasive 
optical diagnosis. To calibrate a spectrophotometer 
in the near infrared region for such application, one 
of the technical issues is that optical diffusers 
usually show absorption bands mainly due to 
inherent molecular vibrational structure by water or 
base material that result in strong wavelength 
dependence with respect to reflectance and greatly 
affects the measurement uncertainty. 

We have intensively studied a new approach to 
prepare a material applicable to optical diffuser 
based on thermal spraying processes, which is one 

of the common industrial processes for material 
coating on metals or ceramics. Main objectives are 
to improve critical optical properties such as optical 
durability and mechanical strength. So far, some 
novel optical diffusers with peculiar optical 
properties have been developed [1], and among them 
we have achieved the optical diffuser with more than 
50 times UV resistance and around 10 times 
mechanically stronger surface compared with 
painted BaSO4 surface [2]. Further instrumental and 
process improvement for better optical properties are 
in progress. 

A series of optical characterization for various 
prototype samles made by thermal spraying has 
revealed that the optical diffuser made from Al2O3 
processed with plasma powder spraying shows high 
spectral flatness especially in the near infrared 
region compared with existing optical diffusers. In 
this study, basic infrared optical properties have 
been examined for plasma-sprayed Al2O3 optical 
diffusers to find out the relationship with material 
parameters and to discuss their advantage as 
reflectance standards or material for an integrating 
sphere used for the measurement in the near infrared 
region. 

EXPERIMENTAL

The plasma-sprayed samples were prepared by use 
of an apparatus of plasma-sprayed coating for 
general industrial use such as abrasion-resistant 
overcoat layer on a metal or a ceramic, as shown in 
Fig.1. Al2O3 powder with reagent grade was 

Figure 1. Schematic diagram of the apparatus and the 
process for plasma powder spraying
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installed in the chamber of the plasma-spray 
apparatus and injected into electrically generated 
plasma flame based on Ar. The accelerated plasma 
jet with Al2O3 was hit and deposited on 50 mm x 50 
mm x 3 mm Al substrate to form diffusing surface. 
The approximate thickness of the samples onto the 
substrates was from 0.20 mm to 0.60 mm depending 
on the spraying condition. The purity of the Al2O3 
powder used in this study is more than 99.8 %. 

For comparison of the reflection properties in 
the near infrared region, the following optical 
diffusers used as reflectance standard mainly for 
colorimetry were prepared.
- Pressed and sintered PTFE (PTFE resin)
- Painted BaSO4 with polyvinyl alcohol (PVA)
- Pressed BaSO4

- Matte ceramic tile
- Matte Opal glass

Spectral reflectance of each sample was 
measured using a calibrated spectrophotometer 
(Perkin-Elmer Inc., Lambda 900) attached with a 
150 mm integrating sphere. The measured 
wavelength range is from 800 nm to 2500 nm and 
the measurement geometry is 8°/di and 8°/de, 
respectively.

RESULTS AND DISCUSSION

Fig.2 shows spectral diffuse reflectance of major 
samples prepared in this study. The measurement 
geometry is 8°/de geometry. As is clearly observed 
in Fig.2, plasma-sprayed Al2O3 optical diffusers 
shows spectrally flatten reflection properties over 
the entire near infrared region (from 800 nm to 2500 
nm) with maximum reflectance difference of around 
3 %. The spectra of all the other existing optical 
diffusers show some dips that correspond to the 
reflection change of 5 % to more than 10 % within 

100 nm bandwidth. For BaSO4-based diffusers and 
the matte ceramic tile, the observed dips would be 
mainly attributable to the vibrational absorption of 
water molecule attached within the crack and dent of 
the diffusing surface. Contribution by crystal water 
might be another cause. Spectral dips observed for 
PTFE resin would be attributed to the vibrational 
absorption by PTFE itself. Matte opal shows much 
broader spectral dependence that would be caused 
by translucency increased in proportional to the 
wavelength. 

It can be assumed that the plasma-sprayed 
Al2O3 optical diffuser can also contain water 
molecule within its surface or as crystal water. 
However, the spectral analysis in this study showed 
much less contribution of water for this type of 
sample, which would be the benefit of plasma-
spraying process owing to its high temperature. In 
addition, controlling the particle size of Al2O3 
powder during the spraying process is one of the 
requirements to keep efficiency of the plasma 
process, which would highly contribute developing 
relatively uniform and minute surface with less 
crack and dent. 

As was discussed previously [1], when the 
thickness of the plasma-sprayed Al2O3 optical 
diffusers is not enough, clear wavelength 
dependence due to the effect of translucency has 
appeared. The longer the wavelength is, the lower 
the reflectance becomes. It is found that such 
translucent effect becomes almost negligible when 
the coating thickness is beyond 0.40 mm. 

CONCLUSION

We have found that the plasma-sprayed Al2O3 
optical diffuser has better spectral properties 
especially in terms of spectral flatness in the near 
infrared region compared with other types of 
existing optical diffusers. Spectral flatness that 
would mainly come from the ultra-heating process 
and uniform surface structure both of which are 
prominent features of the plasma spraying process. 
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The fabrication of optical fibers for the ultraviolet
regime is hindered by the poor transmittance of
most optical materials in this spectral range,
which is often further degraded by exposure to
these highly energetic photons. Hollow-core anti-
resonant optical fibers are predicted to achieve
much lower losses than those observed in solid
core and photonic bandgap fibers. We have
measured optical guidance in hollow-core fibers
over the spectral range of 120 – 200 nm. These UV
hollow-core fibers (UV-HCFs) promise to enable
the versatility already afforded by conventional
fibers in the visible and infrared regimes.

UV HOLLOW-CORE FIBERS

Hollow-core anti-resonant fibers are made entirely of
fused silica and are characterized by a hollow guiding
region surrounded by a ring of capillary “resonators”,
which are supported by a thick silica cladding (Figure
1). These fibers guide light in spectral regions
between high loss locations, which correspond to
resonances, m, found at

𝜆𝑚 = (2𝑡/𝑚)√𝑛2 − 1, (1)
where t is the capillary wall thickness and n is the
refractive index [1].

Figure 1. The fibers we fabricated and measured as part of
this work are made of fused silica, with a ~25 µm diameter
guiding region and 22 resonators.

  Because the refractive index of silica increases
rapidly for λ < 200 nm, the capillaries must be
extremely thin. To achieve this thickness, fibers are
first fabricated using the stack-and-draw method and
then tapered [2] with a draw-down ratio of ~7:1. The
resulting fibers have an OD of ~50 µm and a guiding
region of ~25 µm diameter. This first round of
samples had a length of ~20 cm; longer fibers can be 
made by modifying the tapering rig.

MEASURING FUV FIBER TRANSMISSION

Traditional techniques to measure optical fiber
transmission are not easily adopted for the vacuum
ultraviolet spectral range, for a number of reasons:

1) Conventional fiber launch systems, which
employ microscope objectives, cannot be used to
couple light into the fibers in a controlled manner.
Neither can these fibers be “butt-coupled” to
other “source” fibers.

2) The relatively short length of the sample fibers
used in this experiment makes the cut-back
method of determining fiber losses difficult.

3) Oxygen strongly absorbs light with λ < 185 nm; 
this is especially problematic for an experiment
employing “free space” optics.

  To measure the UV transmission of these fibers, we
developed a measurement apparatus (Figure 2) that
could be purged with nitrogen, to minimize the
transmission losses due to oxygen absorption. In the
remainder of this section, we describe our
measurement methodology.

  First, the sample fiber was cleaved to obtain a clean
edge on both ends; the quality of the cleave and the 
ability of the fiber to guide visible light were verified
using a microscope. Next, to remove any air or water
vapour from the hollow core and capillaries, the fiber
was placed in a vacuum chamber, which was pumped
down to ~10-5 Torr. The chamber was then back-filled
with nitrogen and brought up to atmospheric pressure.
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Next, the fiber was placed into a v-groove plate on a
translation stage, which aligned the output end of the
fiber with the entrance slit of an ARC VM-502 UV
monochromator. The input end of the fiber was
aligned with the output of a deuterium lamp with a
MgF2 window. The lamp output was stopped-down
with a 3 mm diameter aperture to produce a ~f/25
outgoing beam; the numerical aperture of these fibers 
corresponds to a beam of ~f/12; i.e. the input beam is
well within the fiber’s NA. Light from the fiber was
dispersed by the monochromator and measured by a
photomultiplier tube (PMT) detector. The spectral
bandwidth of the outgoing light was Δλ ~ 2 nm.

  We took great care to measure any background
signal that could be mistaken for light transmitted by
the fiber. When the fiber tip was illuminated, it
extended ~2 mm into the 3 mm aperture. To measure
any stray light, we bent the fiber tip out of the aperture
and rested it against the aperture plate. In this way,
the entire setup was minimally changed, but the fiber
tip was moved completely out of the beam.

PERFORMANCE OF UV FIBERS

  Due to the complexities associated with working
the FUV regime, in this experiment we were unable
to perform the cut-back method to quantify the fiber’s
transmission. Instead, we compared the fiber’s
throughput to that of a 25 micron pinhole. Using a
CCD camera, we measured the divergence of the light
beam exiting the pinhole to be ~f/60. Therefore, we
are confident that all of the light from the pinhole, and
the fiber, was captured by the f/4 focusing diffracting

grating of the monochromator and detected by the
PMT. The resulting throughput of one of our fibers,
normalized to that of a 25 micron diameter pinhole, is
shown in Figure 3.

  After the fiber transmission was measured, the
shape and thickness of the capillary resonators was
determined using scanning electron microscopy.
Using the measured structural parameters, we
simulated the performance of this fiber using
COMSOL Multiphysics. The simulated performance
and the measured throughput are similar (Figure 3).

CONCLUSION

  We have shown that hollow-core anti-resonant
fibers can guide light in the far-UV spectral regime,
down to ~130 nm, with sufficient throughput to be
useful in a wide range of applications. This shatters
the current wavelength limit for UV fibers, of ~185
nm. Furthermore, the fiber’s performance agrees well
with results of numerical models and analytic
predictions. By tuning the locations of the resonances,
it should be possible to fully cover the 100 – 200 nm
FUV spectral regime with hollow-core UV fibers.
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Figure 2. The setup that was used to measure the UV
transmission of the hollow-core fibers was designed with
an enclosure (not shown here) which allowed us to purge
the entire setup with nitrogen.

Figure 3. The throughput of the UV hollow-core fiber,
with respect to that of a 25 micron diameter pinhole, is
shown, along with predictions from a numerical simulation
for a fiber with a similar physical structure. The dashed red
lines indicate the resonance locations given by Eq. 1.
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We report on recent improvements to
performance of NIST’s Reference Transmittance
Spectrophotometer (RTS) in the ultraviolet (UV)
and visible spectral range. The improvements
include the installation of a new UV source for
increased spectral radiance and a monitor line for
reduced signal-to-noise ratio.

INTRODUCTION

The National Institute of Standards and Technology
maintains the national scale for regular spectral
transmittance through the operation of the Reference
Transmittance Spectrophotometer (RTS). The
instrument provides the transmittance scale
realization and validation for NIST’s calibration
service for regular spectral transmittance [1] and
Standard Reference Materials (SRMs) for
spectrophotometry [2,3], respectively, from the
ultraviolet to the short-wave infrared (250 nm to
2500 nm).

 There has been growing interest in UV
measurements, due in part to the wider availability of
UV radiation sources, including UV light emitting
diodes. RTS originally used a deuterium lamp to
provide UV radiation for wavelengths below 350 nm.
The deuterium lamp is significantly less stable than
the quartz-tungsten-halogen (QTH) incandescent
lamp used for longer wavelengths, resulting in UV
uncertainties that are an order of magnitude larger in
comparison to those in the visible and near-infrared.

LASER-DRIVEN LIGHT SOURCE

To improve performance of RTS in the UV and
reduce uncertainties, we procured a high-intensity,
laser-driven light source (LDLS) to use in place of the
deuterium lamp. The LDLS is a compact, broadband
source that uses a continuous wave laser to produce a
discharge from a xenon plasma. This discharge
provides significantly improved spectral radiance
compared to traditional UV lamp sources.  Early
measurements of the LDLS indicated that signal
noise was significant. Consequently, we installed a
monitor line.

Figure 1. RTS layout, which includes two possible
sources, a measurement line, and a monitor line.

SYSTEM LAYOUT

RTS is a custom-built instrument consisting of an
illuminator, sample translator, and receiver (Fig. 1).
The illuminator generates a nearly monochromatic
(3 nm spectral bandwidth), collimated beam. There
are two possible radiation sources, a laser-drive light
source (LDLS) and a quartz-tungsten-halogen (QTH)
incandescent lamp.  A rotating mirror selects the
appropriate source to be focused onto the entrance slit
of a prism-grating monochromator. Upon exiting the
monochromator, the beam is collimated by a
parabolic mirror.

The sample translator consists of a sample
holder mounted on translation stages that have both
horizontal and vertical motion. The horizontal motion
enables the sample to be moved out of and into the
beam path so that both the incident and transmitted
flux can be measured. The sample is centered in the
beam using both horizontal and vertical motion.

The receiver measures both the incident and
transmitted flux. It consists of a shutter, beam splitter,
focusing mirrors, and detectors. The shutter is used to
collect the dark current. The beam splitter, which is
placed ahead of the sample translator, diverts a
portion of the beam (30%) to the monitor line where
it is focused onto the monitor detector. The remaining
portion of the beam is directed through the sample
translator to the measurement line where it is focused
onto the measurement detector. Both detectors are
silicon photodiodes.
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Figure 2. (Top) Signals of the LDLS and QTH sources
as measured by the measurement line detector. (Bottom)
Noise as a percentage of the signal.

Care was taken to ensure that the conditions for
the measurement and monitor lines were nearly
equivalent in terms of components and optical
dimensions.

INITIAL RESULTS

Fig. 2 shows the signal and noise for the LDLS and
QTH sources as measured by the measurement line
detector over the spectral of 220 nm to 1100 nm. The
LDLS source has 102 more signal than the QTH in the
UV and most of the visible.

The signal noise is improved by ratioing the
signals from the measurement and monitor lines.
For both sources, the signal noise (%) is on the order
of 10-2 for the UV and 10-3 for the visible.  This
represents a significant drop in noise of 2 and 1 orders
of magnitude for the LDLS and QTH sources,
respectively, for the case with no monitor line (data
not shown).

An initial uncertainty budget, which considers
contributions from the signals and electronics, was
developed for the transmittance measurements.  The
results for a filter of 0.5 nominal transmittance are
provided in Table 1.

The contributions considered in this budget
include linearity of the silicon photodiode, accuracy
of the digital multimeter, random fluctuations in the
voltage measurements, accuracy of the voltage
measurements, accuracy of the amplifier gain, and
accuracy of the offset voltage for the amplifier.

Table 1. Initial uncertainty budget, which considers
contributions from the signals and electronics, for a filter
with nominal transmittance of 0.5.

Source Wavelength (nm) Rel. Unc. (%) (k = 1)
LDLS 300 0.14

500 0.31
900 0.17

1000 0.33
QTH 500 0.013

900 0.014
1000 0.059

In general, the largest contributor to the relative
uncertainties listed in Table 1 is the random
fluctuations in the voltage measurements for the
LDLS source; whereas, the largest contributor for the 
QTH source is the accuracy of the digital multimeter.

FUTURE WORK

Characterization of additional uncertainty
components is underway.  These components
include wavelength accuracy, stability of the signal-
to-monitor ratio, out-of-band stray light, and inter-
reflections. Also, in progress is validation of
transmittance measurements in terms of the measured
values.

It is noted that the recent improvements
described here do not include any changes to the
method for transmittance measurements in the near-
infrared and short-wave infrared.  These will be
implemented in the near future.
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Goniometric measurements are essential for the
determination of many optical quantities.
Quantifying the effects of errors in the rotation
axes on these quantities is a complex task. In this
paper, we show how a measurement model for a
four-axis goniometric system can be developed.
We then investigate how the uncertainties due to
several error sources propagate to the rotation
angles and then through to the measurement of bi-
directional reflectance.

GONIOMETRIC MEASUREMENTS

Many spectrophotometric and photometric quantities
depend critically on the geometry of measurement.
The bidirectional reflectance distribution function
(BRDF) for materials, for example, is a function of
the polar and azimuthal angles of incidence of light,
𝜃i and 𝜙i, as well as the polar and azimuthal angles
of detection of reflected light, 𝜃d  and 𝜙d .
Instruments for measurement of BRDF, therefore,
must contain four axes to span the parameter space.

Despite the best efforts of the instrument
designers, each rotation using these axes will be
subject to errors, including:
 displacement of the centres of rotation of the axes;
 misalignment (non-orthogonality) of the axes;
 angular resolution of the axis motors;
 angular accuracy of each axis;
 determining the zero angle of each axis.
This work describes an approach for assessing the
uncertainty of BRDF associated with these errors.

MEASUREMENT MODEL

To capture the effect of various errors on a measured
quantity, a measurement model must be constructed.
The measurement model expresses the measurand in
terms of all input parameters, including the errors
(even the errors have been corrected for, and the best
estimate is zero, they will carry a standard uncertainty
through the equations). The measurement equation
should account for the components of the system that
define the axes – for example in the MSL system, the
z-axis is defined by the incident beam and, therefore,
there is no uncertainty in the alignment of this beam,
but rather in all other axes relative to it.

If the rotations are controlled in a coordinate
system different to that of the measurand, the
transformations between coordinate systems are part
of the measurement model. For example, at MSL the
angle of a detector, 𝐷, is set on a slew ring and the
sample placed on orthogonal axes rotating about lab
x-, y- and z-axes by angles 𝑈, 𝑉  and 𝑊 . However,
BRDF is generally defined in 𝜃i, 𝜙i, 𝜃d, 𝜙d space.

The measurement equation(s) therefore consist,
in MSL’s case, of the following, considering only the
parameters relating to the four rotation axes:

Here: 𝐿 and 𝑙 are the true and measured distances
from the sample to the detector; 𝑑 is the measured
value of D; 𝐝  and Δ𝐝  define the slope of the
detector axis and its displacement from the origin; 𝐢′,
𝐣′, and 𝐤′ are rotated basis vectors and 𝐨′ is origin
rotated by angles 𝑢 , 𝑣  and 𝑤  about the axes
defined by the vectors 𝐮 , 𝐯 and 𝐰 displaced by
Δ𝐮, Δ𝐯 and Δ𝐰 respectively. The axis vectors and
displacements are given by (for example):

Δ𝐰 = 𝐸Δ𝑊𝑥 , 𝐸Δ𝑊𝑦 , 0 𝐰 = 𝐤 − 𝐸𝑊𝑥 , 𝐸𝑊𝑦 , 0 ,
where the 𝐸Δ𝑊 are displacement errors and the 𝐸𝑊
are misalignment errors. These errors are assumed to
be distributed with zero mean. The angles of rotation
about these axes are given (for example) by:

𝑤 = 𝑤 − 𝐸𝑊_resolution − 𝐸𝑊_accuracy − 𝐸𝑊_zero.
Here, 𝑤 is the measured angle to which the axis is
set and the 𝐸𝑊 are the last three errors identified in
the bullet points in the previous section.

The uncertainties associated with the five errors
identified have been included in the measurement
model and can be propagated through the coordinate
systems to the BRDF. The forms of the functions
given above can be found in the literature (e.g., [1]
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for the transformation from 𝑈𝑉𝑊𝐷 to 𝜃i 𝜙i 𝜃d 𝜙d). 
The position of a point   𝐚  (expressed as a vector) 
after rotation about a displaced and misaligned axis is:

𝐚′ = 𝐑(𝐰, 𝑤)(𝐚 − Δ𝐰) + Δw,
where 𝐑(𝐰, 𝑤) is the rotation matrix for an angle 𝑤 
about the vector 𝐰 (𝐰 normalised to unit length). To 
rotate the basis vectors, each end of the vector (the 
origin and the tip of the vector) should be rotated and 
their difference found. If the sample is on a three-axis 
stage, the rotation about the respective axes are 
carried out sequentially, and in an order that depends 
on the specifics of the system being used.

ERROR PROPAGATION

Three methods of error propagation through the 
measurement equations have been used and 
compared. Firstly, distributions have been assigned to 
each of the sources of error and Monte Carlo 
simulations have been carried out by drawing 
samples from those distributions and calculating the 
standard deviation of the results. Secondly, the 
sensitivity coefficients of the outputs on the error 
contributions (e.g., 𝜕𝜃i/𝜕𝐸𝑊𝑥) have been evaluated 
analytically and the GUM [2] methods used to 
propagate the uncertainties. Thirdly, the GTC [3] 
Python tool for the automatic propagation of 
uncertainty, has been used. It was found that all three 
methods produced the same propagated uncertainties. 
However, GTC was the most straightforward to use 
and delivers correlations between quantities (e.g., 
𝑢(𝜃i, 𝜙i)) without any additional effort. 

Figure 1 shows the standard uncertainty in 𝜃i, 
𝜙i, 𝜃d and 𝜙d as a function of the 𝑣 angle when 
𝑢  is 30°, 𝑤  is 0° and 𝑑  is 30°. The standard 
uncertainty associated with each displacement is 
0.02 % of the radius of the system, with each 
misalignment is 0.06° and with each accuracy is 0.05°. 
The resolution and zero position errors are negligible.

  BRDF AND TOTAL REFLECTANCE

Of more interest is the contribution of rotation errors 
on the final measurand: the BRDF or the integrated 
BRDF if, for example, total hemispherical reflectance 
is required. As a simple example, the uncertainty in 
BRDF of a Lambertian material measured in 0°:x° 
and in x°,180°:45°,0° geometries is shown in Fig. 2.

In the 0°:x° data we can see that propagated 
uncertainties increase with the sensitivity to 𝜃d (the 
uncertainty of which is found to be primarily due to 
the accuracy errors in the v and d axes). In the

Figure 1. Standard uncertainties of 𝜃i, 𝜙i, 𝜃d and 𝜙d 
as a function of the 𝑣 angle when the rotation 
uncertainties are as given in the text.

Figure 2. Standard uncertainties in the BRDF of 
Lambertian material measured in 0°:x° and in 
x°,180°:45°,0° geometries.

x°,180°:45°,0° data, on the other hand, where  𝜃d is 
fixed, the uncertainty is constant across most of the 
range and is dominated by the uncertainty in 𝐿 
induced by the misalignment of the w axis under a 
180° rotation.

If integrating, then covariances between the 
BRDF measured at one angle and that measured at 
another angle must be known for a robust estimate of 
the uncertainty. In this case, the intrinsic nature of the 
GTC package becomes invaluable as these are taken 
account of with no extra effort by the analyst. For 
example, when calculating the total reflectance of a 
Lambertian sample, the uncertainty is 0.06 %, 
dominated again by the uncertainty in 𝐿  but this 
time induced by the uncertainty in displacement of 
the d axis. 
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Low loss optics have been produced for several
decades and used in a variety of applications
including inertial navigation, gravitational wave
detection, precision spectroscopy, atomic clocks
and high power and high energy lasers. Ion beam
sputtered coatings on super polished substrates
allow for the realization of extremely low levels of
absorption and scatter (in the range of a few parts
per million) in the visible and near infrared
portion of the spectrum.

ION BEAM SPUTTERED OPTICAL
COATINGS

Ion beam sputtering is a physical vapor deposition
where a beam of ions is accelerated electrically to
impinge on a target of high purity material causing
molecules of the material to be sputtered from the
target and deposited on a substrate. The process was
developed and patented in the early 1970s by David
Wei and Anthony Lauderback [1].

In the 1970s and 1980s the process was used
primarily by the manufacturers of ring laser
gyroscopes for its ability to produce dielectric mirrors
with very low levels of scatter. The very low
deposition rates of the early equipment and the cost
and difficulty of use of the deposition equipment
prevented early broad proliferation of the process. By
the mid 1990s the advent of wavelength division
multiplexing and the enormous investment in fiber-
optics telecommunications industry drove the
commercialization of ion beam sputtering and its
broader use in the manufacture of optical coatings.
The availability of low loss optical coatings have
enabled a number of scientific, industrial, and
military applications. Gravitational wave detection,
development of atomic clocks, the development of
laser weapons, and a variety of spectroscopy
applications are all enabled by low loss optical
coatings and mirrors. Mirror coatings with losses of
less than 10 ppm are routinely produced with current
ion beam sputtering technology.

SUPER POLISHED SUBSTRATES

Realization of low scatter optical coatings requires
substrates with very low roughness in optical spatial
frequencies [2]. Polishing techniques and
instrumentation for evaluating the substrates were
also developed in the 1970s and 1980s by the inertial
navigation industries and continue to benefit from
materials development in the semiconductor industry.
Today substrates with less than 1 angstrom rms
roughness for optical spatial frequencies suitable for
supporting mirrors with less than 1 ppm of scatter are
commercially and broadly available.

DESIGN CONSIDATIONS AND
CHARACTERISTICS OF LOW LOSS

MIRRORS AND OPTICS.

Manufacturing technologies and performance
characteristics of optics with PPM levels of loss will
be presented. Design considerations for applications
such as photon pressure power meters, and other large
low loss mirrors as well as stress [3], polarization, and
laser damage threshold issues will be discussed.
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The measurement of optical constants of thin films
in the vacuum ultraviolet spectral range can be
regarded to be challenging. Not only the
experimental determination is difficult, but also
the dependence of the results on the sample
preparation. Thus, available data are scarce and
mostly without reliable uncertainties. We present
an approach for a sound measurement of n and k
by combining two independent methods.

INTRODUCTION

Results from measurements of optical constants
(i.e. the refractive index n and the extinction
coefficient k) in the vacuum-ultraviolet spectral range
(VUV) between 10 nm and 200 nm) can be found in
literature, using different methods like e.g.
transmission measurements and Kramers-Kronig
analysis. Most of these reported values do not come
with reliable (i.e.: traceable in the sense of metrology)
uncertainties. Moreover, different methods seem to
produce deviating results, or the values significantly
depend on the individual sample preparation which
makes it difficult or even impossible to systematically
compare the results. The complexity in creating
experimental data arise from the combination of high
demanding surface preparation and measurement
conditions from ultra-clean vacuum surrounding to
the need for a tuneable VUV radiation source what
usually requires the use of monochromatized
synchrotron radiation.

METHOD

Basically, reflectometry and ellipsometry are both
based on the measurement of the radiation reflected
from the surface under investigation. They are
complementary in the sense that reflectometry
measures the change of the amplitude whereas
ellipsometry measures the phase shift of the radiation
when reflected at a surface. For both methods, the
resulting quantities (n, k) must be determined
numerically from the measured information.

Our measurements were conducted at PTB's
Metrology Light Source. For the reflectometry
measurements a goniometer-based vacuum set-up is
available [1]. It allows the angle of incidence and
reflectance to be independently selected and also to
rotate the plane of reflection to account for the
polarization. We used the VUV ellipsometer from the
Leibniz Institute for Analytical Sciences (ISAS) by
which amplitude and phase of the reflected radiation
can be determined [2]. From the measured data the
results for n and k were obtained pointwise by the
Transfer-Matrix-Method and application of the
Particle Swam Optimization to find the best fit. The
uncertainty was analyzed by help of a Markov Chain
Monte Carlo method.

RESULTS

We developed the method on the example of a TiO2
thin film (on a Si surface) for which optical constants
in the wavelength range from 130 nm to 230 nm were
determined [3] Our focus lay on the comparison of
the methods, and validation of the results. We found
that the resulting values strongly depend on model
parameters like e.g. film thickness. This indicated that
a multi-method approach will help to improve the
results by independently determining system
parameters. Although currently ellipsometry tends to
have large uncertainties than reflectometry, it is
extremely useful in regions where the values for the
reflected amplitudes get very small.
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On-site measurements of luminance images as well 
as illuminance distribution for the studies of 
reflected properties of a LED lighted dry asphalt 
road have been performed. The relatively more 
practical luminance coefficient of this old curved 
road was obtianed from high observation angles. 
The luminance coefficient can be simply fitted 
with quadratic equation of angle between the 
incident and the observation directions.

1. INTRODUCTION

The luminance (L) from a road surface is a function 
of the illuminance (E) on the road and the reflection 
characteristics, which depend on the nature of the 
surface and physical state. Luminance on a point 
depends on the illuminance incidence angle (), 
deviation angle (), and observation angle (). The 
reduced luminance coefficients (r-table) and average 
luminance coefficient are standardised into different 
classes for dry and wet conditions [1]. It is convenient 
for an engineer to simulate the performance of a 
lighted road.

However, the use of r-tables are limited to some 
constraint such as low observation angle (0.5o << 
2o), straight road, known material and physical state. 
The reflection characteristics for an in-service road 
may not so ideally for the visual experience of a driver.  
To improve this disadvantage, this work demonstrates 
on-site measurements of reflected luminance images 
of a curved road at various observation distance. 
These luminance images as well as illuminance 
distribution were analysed and converted to 
luminance coefficient (q = L/E), which is functions of 
, , and . These results and procedures would get 
relatively more physical properties for safety road 
lighting design. 

2. EXPERIMENTS

The measurements were carried out on a 2-lane dry 
asphalt road at southern Taiwan. A LED luminaire 
was mounted on a lighting pole at roadside. The 
height of the luminaire and width of lane are 10 m and 
3.8 m, respectively. The luminance images of road 
was measured with a calibrated image luminance 
measuring device (ILMD) with 10-22 mm focal 

length. The distribution of horizontal illuminance was 
automatically measured with commercial lux-meters 
on a cart [2-4]. 

The ILMD was placed at distance of D+10 m (D 
= 2, 4, 6, 8 and 10 m) from the lighting pole, and the 
height of the ILMD is 1.5 m. Typical luminance 
images are shown in Fig. 1, where the region of 
interest (ROI, green circles) are selected according to 
CIE-140 [5]. The notations W and S are the transverse 
and longitudinal distances of a ROI, respectively.

Figure 1. Luminance Images at D = (a) 2 m, and (b) 4 m. 
The green circles are the ROI for analyzation.

3. RESULTS AND DISCUSSIONS

The horizontal illuminance as a function of S is 
shown in Fig. 2(a), where the filled circles, empty 
circles, and filled triangles are corresponding to W = 
0.62, 1.88, and 3.13 m, respectively. The luminance 
at W = 1.88 m as a function of D is shown in Fig. 2(b), 
where the filled circles, empty circles, filled triangles, 

251



empty triangles, and filled squares are corresponding 
to D = 2, 4, 6, 8, and 10 m, respectively. 

Figure 2. (a) Horizontal illuminance as a function of S; (b) 
luminance at W = 1.88 m as a function of D.

Figure 3. Luminance coefficient q as functions of 
(a), and (b) 

The above data were used to calculate the 
luminance coefficient q. Furthermore, the angles , , 
and  can be calculated form D, S, and W with the 
angular relationships for luminaire, observer and 
point of observation [5]. The measured angles  and 
 are ranged between 2o to 27o, and 10o to 43o, 
respectively. The angle () between the incident and 
the observation directions was calculated with the 
following equation:

𝑐𝑜𝑠𝜑 = 𝑐𝑜𝑠𝜀 ∙ 𝑠𝑖𝑛𝛼 − 𝑐𝑜𝑠𝛽 ∙ 𝑠𝑖𝑛𝜀 ∙ 𝑐𝑜𝑠𝛼 (1)

The luminance coefficient q as a function of 
and is shown in Fig. 3, where the filled circles, 
empty circles, and filled triangles are corresponding 
to W = 0.62, 1.88, and 3.13 m, respectively. These 
data can be fitted with the following equation:

𝑞 = 𝑎(𝜑 − 𝜑0)2 + 𝑏(𝛽 − 𝛽0)2 + 𝑞0 (2)

Corresponding parameters are listed in Table 1. It is 
observed that these parameters is dependent on W, 
and may be originated from the long-time and uneven 
wearing by vehicles on this old curved road. 

Table 1. Fitted parameters between q and .

W(m) a(x10-5) b(x10-6)   q0

0.62 1.59 -1.08 59.3 214.1 0.0482

1.88 2.58 -1.16 74.0 91.1 0.0429

3.13 2.43 -0.44 71.3 111.6 0.0507

It is expected that this on-site measuring and 
analysing method can be applied to other roads with 
various pavements, physical properties, luminaires, 
and observation directions. Practical luminance 
coefficient would be obtained for further design or 
improvement of illumination of an existing road.
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The very high absorptivity of Vertically Aligned
NanoTube Arrays (VANTA) coatings makes them
desirable for primary radiometry. While their
reflectivity is typically measured at ambient
temperatures and atmospheric pressures, when
applied in cryogenic radiometry they are cooled to
very low temperatures and very low pressures. It
is therefore essential that the reflectance of
VANTA does not increase with decreasing
temperature such that the change in cavity
reflectance becomes a dominant measurement
uncertainty. This paper reports preliminary
measurements showing a <13 % increase in
reflectivity at 633 nm between room and cryogenic
operating temperatures for a VANTA coating
applied to a copper substrate. Such a change in
coating reflectance approximates to a change in
cavity reflectance of 3 ppm for a typical NPL
cryogenic radiometer cavity.

INTRODUCTION

The reflectance of VANTA is known to be very low
across the spectral range from visible to infrared
wavelengths [1–8], and is usually measured at
ambient temperatures and at atmospheric pressures.
The very high absorptance properties of VANTA
therefore make it an attractive material for use in
primary radiometry, particularly in cryogenic
radiometry [9]. As the detectors in cryogenic
radiometers are typically cooled to temperatures
within the range from 14 K to 80 K and are operated
at pressures of the 10-7 mbar level, it is important that
the reflectance of VANTA coatings does not increase
significantly, leading to it becoming a dominant
measurement uncertainty. The target cavity
reflectivity for NPL cryogenic radiometers is ρ < 30
ppm [10].
     NPL is currently developing primary
radiometry for the Traceable Radiometry
Underpinning Terrestrial- and Helio- Studies
(TRUTHS) mission [10]. This mission aims to
provide a means of calibrating Earth Observation (EO)

satellites through the measurement of reference
targets. For the mission to be a success it is essential
that the behaviour of VANTA coatings is well
characterised for use in space environments. This
paper describes an investigation to simulate the space
environment that will be endured by the VANTA
coatings used in the detector cavities for the TRUTHS
mission, through characterisation of their temperature
and pressure dependence on reflectivity.

EXPERIMENTAL SETUP

A variable cryostat was used to measure the
temperature and pressure dependence of the
reflectance of VANTA. Figure 1 presents a schematic
of the experimental setup. The cryostat was modified
such that a VANTA coated copper sample plate could
be mounted within. A 25 mm diameter integrating
sphere was attached in front of the VANTA sample.
This admitted light from a HeNe 633 nm laser
through the window at the front of the cryostat and
through the sphere’s front port onto the sample via an
additional port at the back. A silicon photodiode
mounted to a side port on the sphere monitors the
amount of reflected hemispherical radiation. A
beamsplitter and additional photodiode outside of the
cryostat measured the optical power stability of the
laser beam, allowing for the correction in optical
input power variations.

     Variations in the performance of the integrating
sphere and the silicon photodiode due to the changes
in temperature and pressure were accounted for. To
evaluate potential changes in the setup, the

Figure 1 Schematic of the experimental setup.
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integrating sphere was oriented such that the first
reflection of the laser beam was from its internal
barium sulphate coating. First the change with
pressure was measured: the turbo pump was switched
on and the signal from the sphere mounted
photodiode was monitored as the pressure dropped to
it lowest level at room temperature. The cryostat was
then cooled to cryogenic temperatures and the signal
from sphere mounted photodiode recorded as cryo-
pumping was achieved.

RESULTS

The temperature dependence of the optical setup was
measured to be less than ±1.5 % over the temperature
range of interest. This small percentage has such a
negligible effect on the results of this study it is
accounted for as a measurement uncertainty.

     Figure 2 shows preliminary data for the
temperature dependence of the VANTA sample,
which has been corrected for drift in laser power. The
data suggest that the reflectivity of VANTA (at 633
nm) increases by <13% between room and cryogenic
operating temperatures.

CONCLUSIONS

The low spectral reflectance of VANTA coatings
makes them attractive for use in cryogenic radiometer
detecting cavities. Reflectance measurements are
typically performed at ambient temperatures and at
atmospheric pressures. As cryogenic radiometers
operate at near absolute zero temperatures and almost
vacuum pressures it is important that the reflectivity
of VANTA does not increase significantly when
operating under these conditions.
     Preliminary measurements of VANTA applied
to a copper substrate suggest that the reflectivity of
VANTA (at 633 nm) increases by <13% between
room and cryogenic operating temperatures, which

represents a change in cavity reflectance of
approximately 3 ppm for a typical NPL cryogenic
radiometer cavity. The effect would need to be 30
times greater to become a dominating uncertainty in
cryogenic radiometer measurements.
     This study is currently limited to a single
wavelength. Further work investigating the change in
reflectivity at different wavelengths from UV to NIR
range and with decreasing pressure are to be reported
at NEWRAD 2020.
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The quantum yield in induced junction
photodiodes has been measured. The results show
that the quantum yield can be larger than unity at
wavelengths longer than 400 nm. This observation
has to be considered when applying spectral
responsivity models which usually assume a
quantum yield of exactly unity.

INTRODUCTION

The quantum yield 𝑦(𝜆) is defined as the ratio of the
number of generated electron-hole pairs and the
number of absorbed photons in a semiconductor
photodiode. It is one of the quantities determining the
spectral responsivity 𝑅(𝜆) of a photodiode which is
defined as the ratio of the photocurrent and the
incident radiant power generating this photocurrent.
Thus, the knowledge of the quantum yield is
necessary to model the spectral responsivity.

The quantum yield equals unity if the energy of
the absorbed photon is between one and two times the
band gap energy Eg. For silicon photodiodes with a
band gap energy of 1.12 eV this is the wavelength
range from about 550 nm to 1100 nm.

The quantum yield can exceed unity if one of the
generated charge carriers, the electron or the hole, has
enough energy to create a second electron-hole pair
via impact ionisation. For this, the photon energy
must exceed 2Eg. However, because of the
requirement of simultaneous energy and momentum
conservation in combination with the band structure
of silicon, a quantum yield above unity occurs only
for photon energies much larger than 2Eg. The longest
wavelength at which a quantum yield above unity has
been derived for silicon from experimental data
varies between 365 nm and 415 nm [1 - 3].

At high photon energies above 12.4 eV, which
corresponds to wavelengths shorter than 100 nm, the
quantum yield in silicon seems to be proportional to
the energy of the absorbed photon [4].

Models of the quantum yield suffer from free
parameters [3, 5] and accurate experimental data and
are far away from being applicable at the 100 ppm
level. This is crucial for the attempt to establish a new
primary detector standard for radiant power

measurements, called predictable quantum efficient
detector (PQED) [6, 7], which is based on specially
designed silicon photodiodes with predicted spectral
responsivity.

In the following, the determination of the
quantum yield in silicon is described to identify the
wavelength range where the assumption 𝑦(𝜆) = 1
holds and can be used in the spectral responsivity
prediction.

QUANTUM YIELD DETERMINATION

The external quantum efficiency of a semiconductor
photodiode is given by

𝑄(𝜆) = 1− 𝜌(𝜆) 𝑦(𝜆) 1− 𝛿(𝜆)  (1)
The parameters 𝜌(𝜆)  and 𝛿(𝜆)  describe the
external losses due to the reflectance of the
photodiode detector and the internal losses due to
recombination of charge carriers generated by the
incident photons, respectively. Equation (1) can be
rearranged for the determination of the quantum yield:

𝑦(𝜆) = 𝑄(𝜆) 1 + 𝜌(𝜆) + 𝛿(𝜆) (2)
Here, it is assumed 𝜌(𝜆) ≪ 1 and 𝛿(𝜆) ≪ 1.

𝑄(𝜆)  can be calculated from the measured
spectral responsivity 𝑅(𝜆) via

𝑄(𝜆) = 𝑅(𝜆) 𝑒𝜆
ℎ𝑐

(3)
where e is the elementary charge, h is the Planck
constant, c is the speed of light in vacuum and λ is the
vacuum wavelength.

The external losses 𝜌(𝜆)  can be measured or
calculated. An experimental determination of the
internal losses 𝛿(𝜆)  at wavelengths where the
quantum yield 𝑦(𝜆)  is unknown is difficult as an
experimental separation between both is not possible.
Thus, 𝛿(𝜆) must either be calculated or extrapolated
from a wavelength region where the quantum yield is
known to be equal unity. For both options, a model is
required to obtain an estimation of the internal losses
with sufficiently low uncertainty.

The PQED [6, 7], constructed from two induced
junction silicon photodiodes arranged in a wedge trap
configuration, is a good candidate for the
experimental determination of the quantum yield.
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The windowless photodiodes have a 230 nm thick
silicon dioxide layer and were manufactured in the
second processing round of the iMera Plus JRP “q-
Candela”. The angle between the photodiodes is
11.25° yielding 9 reflections of an incoming laser
beam if the PQED is aligned so that the reflected
beam and the incident one are colinear.

The external losses of the PQED due to
reflectance are small, can be measured and calculated
by using the thickness of the silicon dioxide
passivation layer on top of the silicon substrate and
the optical constants of silicon and silicon dioxide.
Also, the internal losses are small being widely
studied experimentally and described by a one-
dimensional, as well as, by using a more sophisticated
three-dimensional theoretical model [8, 9].

MEASUREMENTS AND RESULTS

The spectral responsivity of the PQED described
above was measured in the wavelength range from
360 nm to 531 nm for p-polarised laser radiation. The
measurements were performed at the laser-based
cryogenic radiometer facility of PTB. The facility is
equipped with a common Brewster window which
means that cryogenic radiometer and PQED under
test are irradiated through the same window. Thus, the
correction for and the uncertainty contribution from
the Brewster window transmittance can be avoided.
The detector cavity of the cryogenic radiometer and
the PQED are equipped with input apertures with the
same diameter of 7 mm and were irradiated at the
same position with respect to the laser beam. Thus,
the uncertainty contribution arising from the scattered
radiation around the laser beam is drastically reduced.
A relative standard uncertainty of spectral

responsivity between 25 ppm and 45 ppm has been
achieved.

In Fig. 1, the preliminary external quantum
efficiency calculated from the measured spectral
responsivity according to equation (3) is shown.
According to equation (2) 𝑦(𝜆) ≥ 𝑄(𝜆)  and, thus,
Fig. (1) indicates that, even without the knowledge of
𝜌(𝜆)  and 𝛿(𝜆) , the quantum yield is significantly
larger than unity at wavelengths shorter or equal
about 425 nm.

The quantum yield will be derived according to
equation (2) and considering both, calculated 𝜌(𝜆)
and modelled 𝜌(𝜆).

CONCLUSIONS

The results show that the quantum yield can be larger
than unity even at wavelengths significant longer than
400 nm. This must be considered when applying
spectral responsivity models which usually assume a
quantum yield of unity in this wavelength range.
Further measurements should be done to investigate
the artefact dependence of the quantum yield.
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Figure 1. External quantum efficiency of a PQED for p-
polarised laser radiation.
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Photoluminescence quantum efficiency is one of 
the important parameters for lightings and 
display industries when characterize 
photoluminescence materials. An IEC paper 
provides well organized method for absolute 
photoluminescent quantum efficiency [1]. 
However, its systematic errors that can occur in 
specific conditions, in where some of their 
assumptions are not valid, has not been studied. In 
this paper, we studied systematic error with 
Monte-Carlo ray-tracing simulation. From this 
calculation, we showed that systematic error of the 
IEC method depends on diffusivity and 
absorptance of sample under the test. The highest 
systematic error exhibits 17% with diffuse 
reflective sample.

INTRODUCTION

The phtoluminescent (PL) materials like as quantum 
dots have been one of important the materials for 
lightings and display industries. In these fields, PL 
measurement has been important tool to study 
bandgap structure of PL materials. However, this 
qualitative sudy is not enough for applications to 
characterize the PL materials. The quantitative PL 
measurement such as PL quantum efficiency (PLQE) 
have been started to be crucial for display and lighting 
applications [2].

For the measurement of PLQE, goniometric 
method and integrating sphere based method were 
developed and widely have been used. The 
goniometric method can measure an angular 
distribution as well as the total photon flux of PL 
emission. However, it is very slow compared to the 
integrating sphere method.

Otherwise, the integrating sphere method is 
speedy compare to the goniometric method [3]. One 
of the methods widely used, named as ‘collimated 
incident light method (CILM)’, has been developed 
by J. C. Mello et al, and chosen as IEC standard 
(IEC62607-3-1) [1,4]. This method was designed to 
compensate the effects where affect on result of 
PLQE measurement, such as reabsorption of sample 

and spectrally non-neutral reflectance of sphere wall. 
However, it still contains few assumptions that can 
cause systematic errors, like as specular reflection 
(zero-diffusivity) of the sample and zero-absorption 
of the sample in PL emission wavelength (Aemit = 0).

In this paper, we investigated the CILM in 
numerical way with a Monte-Carlo ray-tracing 
simulation tool (software: RayWiz1). We figured out 
that maximum systematic error was 17% in particular 
condition. 

SIMULATION METHOD AND RESULTS

Based on the CILM, we conduct simulation using 
ray-tracing software to evaluate the systematic errors 
asrising from the assumptions mentioned before. In 
this numerical experiement, we assigned the value of 
PLQE, then, performed virtual experiment based on 
CILM. The systematic error was evaluated with 
comparison between the values of PLQE assigned 
(𝜂𝑎)  and PLQE virtually measured (𝜂𝑚) . Figure 1 
shows 3D image of numerical experimental setup.

The virtual experimental setup has been built 
complying conditions presented in the IEC paper, 
such as integrating diameter, port size and positions 
of baffles. We set the number of excitation rays for 
simulation set to 2 × 107.

The integrating sphere is set to exhibit diffusive 
reflection (Ds = 1, Lambertian reflection), and 
relfectance of the sphere is spectrally neutral. The 

Figure 1. 3D image of numerical experimental setup
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diameter of the sphere inside and sample was set to 
150 mm, and 15 mm. The dimenssions for simulation 
are shown in Fig. 1.

Figure 2 shows calculated relative error =
(𝜂𝑚 − 𝜂𝑎 )/𝜂𝑎 [%] when the virtual sample is set to 
exhibit diffusive reflection (Ds = 1). Reflectance of 
the sampe at excitation wavelength (Aexc) was set to 
0.6, and APL = 0. The relative error for each 
reflectance (0.95, 0.97, 0.99) is evaluated to 17%, 8%, 
and 2%, resepctively.

The relative error in virtual experiment with 
respect to Aemit is shown in figure 3. Aexc, 𝜂𝑎 is set to 
0.6 and 0.9, respectively. These values are arbitraly 
chosen, because they do not affect on the result. The 
largest relative error was evaluated to 10% in minus 
when APL = 0.8.

CONCLUSION

This work has investigated systematic errors in the 
IEC standard method for PLQE measurement of PL 

materials through numerical experiments using a 
commercial ray-tracing software. It is found that the 
underlying assumption of the IEC method causes an 
error of 17% at most when a diffuse relective sample 
is measured using an integrating sphere of 0.95 
reflectance. Futhermore, non-zero APL cause error of 
10% in minus when APL was 0.8.

We also developed a method for compensation 
of the systematic errors, and presented in a paper [5]. 
Two more experimental steps with auxiliary light at 
PL emission wavelength is added for the 
compensation. We also tested this method with 
numerical experiments, then, we found that the 
systematic errors were succesfully suppressed with 
the compensation method.
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Black carbon (BC) emissions from commercial
aviation sources are growing concern because of
their potential impacts on both human health and
climate. BC alters the Earth’s radiation budget
directly by absorbing and scattering the incoming
solar radiation. Optical properties of BC particles
depend strongly on their chemical bond structure
as well as their size and morphology. To obtain
reliable BC mass concentration in the aviation
exhaust emission using optical instruments, it is
essential that the BC particles used for instrument
calibration has similar optical properties to those
emitted from the engine being tested. In this paper,
Raman spectroscopy, is used to characterize BC
particles from various aviation engines. Finding of
this analysis is useful in identifying suitable BC
sources for the calibration of optical instruments.

THE FIRST SECTION

Black carbon (BC) aerosol, often termed soot, is a
dominant form of light absorbing fine particulate
matter in the atmosphere. BC emission from
combustion processes poses significant health and
environmental concerns. Its strong absorption
response to the solar radiation implicates the heating
of both atmosphere and highly reflective surfaces,
such as snow and ice. These effect has important
consequences on the climate change. Transportation
is considered the largest anthropogenic sources of BC
emission in Canada which includes emissions from
aviation aircraft. BC aerosol emitted by aircraft
strongly absorb solar radiation and have a long
lifetime relative to near-surface BC emissions. They
also act as vapour condensing nuclei which initiate
contrails to further affect the radiative properties of
clouds. In addition, aviation-induced cloudiness plays
a role in the degradation of air quality in the vicinity
of airports. To better understand and assess these
undesirable impacts, accurate and quantitative
measurement of soot emissions from aircraft engines
is crucial. The optical instruments that are commonly
used to measure soot mass concentration of aircraft
emission have a strong dependence on the optical

properties of the soot particles. The instruments are
often calibrated with the laboratory generated
surrogated soot particles. In this presentation, we will
discuss the use of an optical spectroscopy
measurement that is used extensively in the
nanocarbon characterization, Raman spectroscopy, to
identify a suitable soot calibration sources with the
optical properties closely resembles those emitted
from aviation engines.

Figure 1. A comparison between the normalized
averaged Raman spectra of the soot emitted from the
fuel-rich flames, fuel-lean flames and aricraft turbin
engines. The two notable features identified by
arrows shown signifies differences in BC
nanostructure. It is used to guide laboratory soot
generation condition to produce BC particles with
similar optical properties to those originated from
aircraft engines.
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Currently at NIST there is a significant effort
aimed at establishing accurate metrology for the
additive manufacturing processes. The purpose of
our efforts include generation of reference data
sets which could be used to validate multi-physics
models. The measurands for comparison with
multi-physics models include reflected process
laser power, sample reflectance (emittance), and
radiance temperature. Reflected power and
sample reflectance are measured simultaneously
with an integrating hemisphere that includes
necessary gas flow provisions. Radiance
temperature is measured with classical
thermography.

INTRODUCTION

The Additive Manufacturing Metrology Testbed
(AMMT) was commissioned in 2017 with a specific
goal of supporting laser-based process of layerwise
selective melting of the metallic powders [1]–[3].

This process is characterized by the heating laser
typically operating at 1070 nm at power levels from
80 to several hundred watts, with spot sizes in the 65
to 120 micron range (D4σ, representing diameter
within which about 95% of the Gaussian laser power
profile is contained) and moving at a speed about
1 m/s. The process is defined by a combination of
high-power density (on the order of 1 MW/cm2) and
laser dwell time of about 100 µs, resulting in very
high spatial and temporal temperature gradients and
complex thermo-fluid processes [4]–[6].

The experiments reported here were performed
in the National Institute of Standards and Technology
(NIST) Additive Manufacturing Metrology Testbed
(AMMT). The AMMT is a custom LPBF research
platform that was designed to be highly configurable
for measurement of all aspects of the LPBF process.
The AMMT includes a removable carriage that
contains the build-well and a large metrology-well,
both of which may be moved laterally within the large
build chamber. The laser is an Yb-doped fiber laser
with emission wavelength of 1070 nm. Laser power

delivery can be adjusted from 20 W to more than 400
W, with a 4-sigma diameter (D4σ, representing
diameter within which about 95% of the Gaussian
laser power profile is contained) spot size that is
adjustable from 45 µm to more than 200 µm. The
laser spot can be scanned with full control of the laser
scan path/strategy at 100 kHz and laser power control
at 50 kHz, with scan velocity from 0 mm/s to more
than 4000 mm/s.

Due to fast growth of these technologies,
significant efforts are underway nationwide to
perform multi-physics simulation of the process, with
an ultimate goal of achieving better understanding
and improving production quality and speed [7], [8].
To simplify the task, it is common to start with a
single track on a bare metal plate, then proceed with
a multiline pad, and then add powder and proceed
with a multi-layer builds, as each of these steps bring
significant additional complexities.

METROLOGICAL GOALS

The purpose of our efforts include generation of
reference data sets, which could be used to validate
multi-physics models, which typically have to use
multiple assumptions in order to keep the computing
requirements within reasonable limits (as even the
exascale computers struggle to cope with the first
principle models) [9].

Signatures of interest of this process include
time-resolved reflected laser power (frequently
referred to as ‘laser coupling’), as well as spatially
resolved temperature distribution in the process zone.
Earlier reported independent efforts resulted in a
well-documented laser power reflectometry [10], as
well as radiance temperature [11] and reflectance [1]
measurement capabilities. This research effort is
aimed at prototyping an apparatus for simultaneous,
dynamic (time-resolved) measurement of all three
process signatures, namely (1) reflected process laser
power (@1070 nm, not spatially resolved,
directional-hemispherical geometry), (2) sample
reflectance (@808 nm, spatially resolved,
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hemispherical-directional geometry), and (3) sample
radiance temperature (@850 nm, spatially resolved).

The schematic of the apparatus is shown in
Fig. 1. The intention of measurements of emissivity
and radiance temperature is of course to be able to
generate true temperature distribution across the area
of interest, but discussion of uncertainty of the true
temperature is beyond the scope of this paper.

As shown in Fig. 1, the integrated reflected laser
power is detected by radiometers with sintered
polytetrafluoroethylene (PTFE) diffusers and a
1070 nm bandpass filters. The radiometers are
calibrated by directing the (defocused) heating laser
onto a reflectance standard in place of the sample.
This is the directional-hemispherical reflectometer
operation.

Fig. 1: Schematic of the experimental apparatus

For measurement of emittance, the reflectometer
is operated in the hemispherical-directional mode.
The probing light is provided by pulsed laser diodes
at 808 nm. The narrow waveband of probing light is
reflected from the sample and focused into the optics
coaxially aligned with the heating laser. The first
coaxial beam splitter provides an image of the narrow
waveband of the reflected probing light of the laser-
metal interaction scene that is then converted to
emittance of the scene. A second coaxial beam splitter
detects self-emitted light in a narrow waveband about
850 nm, which is then converted to NIST-traceable
radiance temperature.
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This paper describes the initial work of
characterizing the transmissive and reflective
properties of Black Silicon (Si) diffusers. The
diffusers are 100mm diameter black silicon samples
fabricated at Goddard Space Flight Center (GSFC).
The 8° Directional Hemispherical Reflectance
(DHR) from 250nm to 20 microns and the
Bidirectional Reflectance Distribution Function
(BRDF) and Bidirectional  Transmissive
Distribution Function (BTDF) of a Black Si sample
were measured at 632.8nm, 1064nm, and 1550nm
using the GSFC Code 618 Radiometric Calibration
Laboratory’s (RCL)’s optical scatterometer. The
diffuser exhibits extremely low specular
reflection up to ~1100nm. There is no evidence
of retroscatter. The measurements are traceable
to those made at the National Institute of
Standards and Technology (NIST).

INTRODUCTION

This work was performed at Goddard  Space
Flight Center’s (GSFC) Code 618 Radiometric
Calibration Laboratory, a secondary calibration facility
with radiometric calibration measurements traceable to
those made at the National Institute of Standards and
Technology (NIST). The facility’s optical scatterometer,
[1], was used for BRDF and BTDF measurements at
632.8nm, 1064nm, and 1550nm whereas a Perkin-
Elmer Lambda 1050 spectrometer with 150 mm PTFE
coated integrating sphere  was  used  for  the
Directional Hemispherical Reflectance and
Transmittance measurements from 250nm to 2500nm.
A Bruker 125HR Fourier Transform Infrared (FTIR)
spectrometer with 75mm diameter gold coated
integrating sphere was used in the range of 2.5microns
to 20microns.

EXPERIMENTAL

The Black Si sample was created on a silicon
wafer by cryogenic etching [1, 2]. The sample was
then mounted in a custom prepared holder used for
BRDF, BTDF and directional reflectance and
transmittance hemispherical measurements.

RESULTS AND DISCUSSION

The diffuser 8° DHR from 250nm to 2500nm is
shown in Fig.1. The Black Si diffuser hemispherical
reflectance in UV-VIS-NIR-SWIR can be divided in
three distinctive areas. The first is from 250nm to
1micron. In  this wavelength range, the reflectance    is
~0.5%. The second area is from 1micron to
1.2microns, in which the reflectance grows rapidly
from 0.5% to 50%. The third area is from 1.2microns
to 2.5microns characterized by reflectance of ~50%  to
~52%. The 8⁰ DHR data demonstrate the extreme
blackness of the Black Si sample from 250nm up to
about 1000nm quantified by the total amount of light
that is isotropically reflected. It is worth noting that
Black Si possesses the lowest  hemispherical
reflectance among most often used black materials
from 250nm to 1000nm. The 0° Directional
Hemispherical Transmittance (DHT) from 250nm to
2.5microns is shown in Fig.2. The directional
hemispherical reflectance from 2.5 microns to
20microns is shown in Fig.3.

Figure 1. Directional hemispherical reflectance from 250nm
to 2.5microns, with 632.8nm, 1064nm, and 1550nm marked

While the directional hemispherical reflectance
quantifies the total amount of light that is reflected
over all angles, it does not provide  sufficient
directional information required to characterize diffuse
materials. The BRDF and BTDF describes the
reflectance and transmittance of a target in a specific
direction  as  a  function  of  illumination  and  viewing
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geometries. BRDF and BTDF were measured on the
RCL scatterometer. The BRDF was measured at
1550nm at angles of incidence 0o, 45o and 60o and
viewing angles from -60o to 60o in steps of 5o as shown
in Fig.4.

Figure 2. Directional hemispherical  transmittance
from 250nm to 2.5microns.

Figure 3. Directional hemispherical reflectance from
500 to 5000cm-1

The BTDF was measured at 1550nm and at the
same angles of incidence as the BRDF measurements,
0o, 45o and 60o, and at viewing angles, from -50o to 50o

in steps of 5° as measured from the negative normal to
the sample surface. These data are shown in Fig.5. The
Black Si diffuser exhibits virtually no forward or
backward scatter and retroscatter. However, the Black
Si sample does not show appreciable reflectance or
transmittance peaks with the exception of the specular
direction. The FWHM of the specular scatter was
1.5nm when measured in steps of 0.5deg. The specular
reflectance largely originates from the top surface of
the sample, characteristic of a one-bounce surface
scattering process. In contrast, the Black Si performs as
a very good volume diffuser with multiple reflections
within the coating. Interestingly, there is no evidence
of retroscatter in the Black Si sample. Retroscatter, if
present, would originate from reflectance off the
illuminated interior sides of the coating’s structure.

lack of retroscatter indicates that light illuminating the
inside of the coating structure is undergoing multiple
internal reflections [3].

Figure 4. BRDF at 1550nm

Figure 5. BTDF at 1550nm
The goal of this research was to characterize the

diffuse scattering properties of Black Si. It exhibits
close to isotropic scattering both in reflectance and
transmittance as evident from Figures 4 and 5 and the
hemispherical reflectance and transmittance as shown
in Figures 1 to 3. The work presented in this paper
constitutes only the initial steps in examining the
potential of using Black Si as a calibration target for
space instruments. Additional engineering and testing
is required to ultimately optimize and qualify Black Si
formulations for space use. Elements of this
environmental validation effort are currently underway.
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EXTENDED ABSTRACT 

Improving scientific detection and understanding of 

long-term trends in complex Earth systems such as 

climate increasingly depend on assimilating datasets 

from multiple instruments and platforms 

over decadal timescales.  Calibration accuracy, 

stability, and inter-consistency among different 

instruments are key to developing reliable composite 

data records, but achieving sufficiently low 

uncertainties for these performance metrics, 

particularly for space-based instruments, poses a 

significant challenge.  Such instruments commonly 

carry on-board references for calibration at various 

wavelengths, but these increase mass and mission 

complexity, and are subject to degradation in the 

space environment. 

 

The Moon can be considered a natural solar diffuser 

which can be observed as a calibration target by most 

spaceborne Earth-observing instruments.  Since the 

lunar surface reflectance is effectively time-invariant, 

developing the Moon as a high-accuracy calibration 

reference enables broad inter-calibration 

opportunities even between temporally non-

overlapping instruments, and provides an exo-

atmospheric absolute radiometric standard.  The 

intensity of moonlight reaching a sensor changes with 

time, governed by the solar illumination of the Moon 

and the net lunar reflectance as a function of phase 

angle. To realize a radiometric calibration against the 

Moon, the Sun-Moon-observer geometry and the 

solar flux for a particular observation are combined 

with the lunar reflectance to predict the lunar 

brightness, for comparison with the sensor's response. 

This requires development of a lunar irradiance 

model that provides a continuous predictive 

capability. 

 

Tools and a methodology for lunar calibration have 

been developed by the U.S. Geological Survey 

(USGS) in Flagstaff, AZ, under sponsorship from 

NASA's Earth Observing System program. The 

USGS lunar calibration system was built from a set 

of Moon images acquired by the ground-based 

Robotic Lunar Observatory (ROLO) over a period of 

more than 8 years. These measurements form the 

basis for an empirically-derived analytic model for 

the lunar disk-integrated reflectance [1], which can be 

queried for any geometry of Moon observations 

within the model’s valid range. In operation, the disk 

reflectance spectrum is generated for a specified set 

of observation conditions, then interpolated and 

convolved with the solar spectral irradiance and the 

sensor’s spectral response functions to produce 

spectral lunar irradiance values in a sensor’s 

bandpasses corresponding to the time and location of 

its the observation. Utilizing lunar calibrations, top-

of-atmosphere radiance measurements from 

SeaWiFS achieved long-term stability of 0.13% over 

the 13-year mission lifetime [2]. The USGS system is 

typically is not used for absolute calibration, 

however, due to limitations of the current ROLO 

model’s accuracy, which is estimated at 5 – 10% 

(k=1).  

 

 
 
Figure 1: ARCSTONE conceptual mission to calibrate 

lunar spectral reflectance, flying on a 6U CubeSat 

(spacecraft bus image courtesy of Blue Canyon 

Technologies). Calibration of the ARCSTONE instrument 

itself is achieved on-orbit using the spectral solar 

irradiance as an absolute reference. 
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The ARCSTONE mission goal is to develop the 

Moon as a reliable reference for high-accuracy on-

orbit calibration of reflected-solar instruments, 

including improvements to the absolute accuracy of 

the lunar spectral irradiance.  The ARCSTONE 

instrument is a compact spectrometer, intended for a 

CubeSat platform in low Earth orbit.  It will measure 

the lunar spectral reflectance with accuracy < 0.5% 

(k=1), sufficient to establish an SI-traceable absolute 

lunar calibration standard referenced to the spectral 

solar irradiance across the 350 to 2300 nm spectral 

range with 4 nm spectral sampling.   

 

The ARCSTONE’s on-orbit deployment strategy, 

illustrated in Figure 1, is to sample the Moon with 

frequency sufficient to adequately characterize the 

changes in lunar irradiance with time. To achieve the 

project goal of improving the current ROLO 

calibration reference, ARCSTONE observations 

must span both the range of lunar phases and the 

range of librations with sufficient coverage. The 

appearance of the Moon from the Earth’s surface or 

low Earth orbit is constrained by its synchronized 

rotation rate and by the tilt of the lunar orbit. 

Consequently, at least three years of observations are 

required to fill out the libration parameter space, 

defining the duration of ARCSTONE on-orbit 

operations. 

 

ARCSTONE mission operation requirement is to 

take lunar measurements every 12 hours when the 

phase angle (Sun-Moon-ARCSTONE angle) is in the 

range from zero to ±135 degrees, providing 3 weeks 

per month of usable calibration times, expanding the 

usable range of on-orbit lunar calibrations beyond the 

current limit of ±90 degrees phase, or two weeks per 

month. Lunar measurements will be taken at the 

highest latitudes of the ARCSTONE orbit, to view the 

largest range of lunar latitudes. Measurements of the 

Sun are planned to have at least a weekly cadence to 

account for solar and sensor variability. 

 

Each lunar measurement sequence will last 

approximately 5 minutes, and consist of multiple 

acquisitions of 10 – 15 seconds integration time. 

Longer integration times are excluded due to orbital 

effects on the observed lunar irradiance. For a sensor 

in low Earth orbit, the lunar irradiance can vary up to 

0.1% in about 16 seconds due to the changing Moon 

observer distance and the change in phase angle 

caused by the moving vantage point. Dark field 

measurements will be acquired before and after each 

lunar and solar measurement sequence. These will be 

obtained through a combination of a closed shutter on 

the instrument and by viewing deep space. 

 

 
 
Figure 2: The ARCSTONE instrument integrated in a 6U 

CubeSat (spacecraft bus CAD courtesy Blue Canyon 

Technologies). The instrument components include: 

optical bench (blue), detector and cryocooler assembly 

(grey), and control electronics (yellow, green, and orange).   

 

The ARCSTONE instrument’s purpose is to 

accurately calibrate spectral lunar reflectance of the 

entire disc by taking the ratio of solar and lunar 

measurements. By utilizing identical optics for both 

solar and lunar measurements, potential impacts from 

long-term optical degradation are removed. Optical 

and mechanical designs of the instrument are 

advanced and a second-generation instrument is 

being fabricated. The instrument packaging into an 

intended 6U CubeSat bus is shown in Figure 2.  

 

The ARCSTONE team will present the instrument 

design, development status, approach to calibration 

and characterization, and the planned path toward 

mission implementation. 
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A terahertz frequency comb is built by using a 

commercial femtosecond fiber laser and a fiber-

coupled terahertz photoconductive antenna. The 

absolute frequency of terahertz test source is 

measured with a measurement uncertainty of 

3.2×10-11. A method for terahertz frequency 

measurement by using unstabilized femtosecond 

laser is also introduced. Compare to the method 

by using stabilized femtosecond laser, the system is 

greatly simplified. 

INTRODUCTION 

Optical frequency comb is an ultra-precision 

measuring tool, which has revolutionized the field of 

optical frequency measurement. Terahertz (THz) 

electromagnetic wave, lying at the boundary between 

microwave and the infrared, has emerged as a new 

method for spectroscopy, imaging, communication 

and other applications. As frequency is one of the 

most important physical quantities of EM waves, 

high precision measurement of THz frequency is also 

required. The development of a new optical 

frequency comb to achieve THz frequency 

measurement has also become a hot topic in recent 

years [1-3]. 

In this paper, we demonstrate high precision THz 

frequency measurement based on frequency comb, by 

using an stabilized or an unstabilized femtosecond 

laser, respectively. 

PRINCIPLES 

A femtosecond laser contains a series of frequency 

combs with the frequency of
_ 0n opt rf n f f=  + , where 

rf  represents the laser pulse repetition frequency 

and 0f  represents the carrier envelope phase shift. 

The photoconductive antenna generates broad band 

THz radiation excided by the femtosecond laser. 0f  

is offset during the difference-frequency processes. 

Thus, the THz frequency comb can be expressed 

as
_m THz rf m f=  . 

As shown in Figure 1, the frequency of the measured 

THz source can be expressed as THz r bf m f f=   , 

where 
bf  represents the beat frequency of the 

measured THz source and THz frequency comb. In 

the equation, both 
rf  and 

bf  can be directly 

measured by using a frequency counter. The only 

unknown value is m, which must be obtained to 

determine the frequency of the measured THz source. 

 

Figure 1. Principle of THz frequency measurement 

If interval of the THz frequency comb varies from 

rf  to
r rf f+ , the beat frequency signal will 

change from bf  to b bf f+ , and
b rf m f =  . 

Thus, the following relationship can be obtained: 

int b
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m
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The frequency of the measured THz source can be 

expressed as: 
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MEASUREMENT USING STABILIZED LASER 

The femtosecond laser used was manufactured by 

Toptica Photonics AG, with the output central 

wavelength of 1550 nm, the pulse width of 80 fs. The 

repetition frequency was stabilized using feedback 

control system. The laser was divided into two beams 

by a fiber coupler, one beam connected to the fiber-

coupled THz photoconductive antenna to generate a 

THz frequency comb. The other laser beam was 

detected by a high-speed photodiode, which inputted 

the pulse signal into the frequency counter to measure 

repetition frequency. After the output signal from the 

frequency synthesizer was multiplied six times by the 

frequency multiplication module, a THz signal with 

the frequency range of 75–110 GHz was generated. 
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The THz signal was irradiated on the surface of the 

photoconductive antenna, focused by silicon lens and 

then interacted with the THz frequency comb. The 

beat frequency signal obtained was amplified and 

inputted into the spectrum analyzer for measurement. 

Both frequency counters and the frequency 

synthesizer in the measurement system referred to the 

rubidium frequency standard. 

Figure 2. Experimental setup of THz frequency 

measurement system using stabilized laser 

Figure 3 shows the beat signal measured by the 

spectrum analyzer before and after the repetition 

frequency change. The absolute frequency of THz 

test source is obtained according to Equation (2) with 

a measurement uncertainty of 3.2×10-11. 

 
Figure 3. Spectra of 

bf  with different 
rf  

MEASUREMENT USING UNSTABILIZED 

LASER 

To simplify the measurement system, we propose a 

new method. Instead of carrying out complicated 

stabilization control over repetition frequency of the 

laser, it was only needed to simultaneously acquire 

repetition and beat frequencies using two frequency 

counters as shown in Figure 4. 

 
Figure 4. Experimental setup of THz frequency 

measurement system using unstabilized laser 

According to the principle of measurement, the 

variation of repetition frequency 
rf  will result in 

corresponding change in the beat frequency 
bf . 

Figure 5 present the results of measurement of 
rf  

and 
bf  in a continuous 40-minute period. 

 

Figure 5. Continuous measurement of 
rf  and 

bf  

The value of m was calculated as follows: 

1

( ) ( )1
int

( ) ( )

N M
b b

n r r

f n M f n
m

N M f n M f n

−

=

 + −
=   − + − 

 (3) 

Where, N stands for the total number of data and M 

stands for the selected data interval. The frequency of 

the measured THz source was calculated as follows: 

1

1
( ) ( )

N

THz r b

n

f m f n f n
N =

=     (4) 

Compare to the method by using stabilized 

femtosecond laser, although the measurement 

precision dropped from the order of 10-11 to the order 

of 10-10, the measurement system was greatly 

simplified. 

CONCLUSIONS 

A THz frequency comb is built by using a 

commercial femtosecond fiber laser and a fiber-

coupled THz photoconductive antenna. The absolute 

frequency of THz test source is measured with a 

measurement uncertainty of 3.2×10-11. A method for 

THz frequency measurement by using an unstabilized 

femtosecond laser is also introduced. 
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For assuring the traceability of luminous flux 

measurements for “white” LEDs, NSC “Institute 

of Metrology” (Ukraine) has developed prototypes 

of a reference lamp and a directional radiation 

source that uses an incandescent lamp with 

correction filters. The spectrum of the developed 

sources corresponds to the LED spectrum. 

 

INTRODUCTION 

The transition to energy efficient LED light 

sources causes certain problems with the accuracy of 

measurements of their luminous flux. These problems 

are associated with two components: reproducing the 

luminous flux for LED sources and transferring the 

unit to the working measuring instruments. The first 

component is related to the fact that the reproduction 

of the luminous flux of reference lamps in most 

measurement standards in the world is carried out 

using integrating sphere photometers. As a rule, they 

are spheres with a diameter of 1.5 meters or more 

(Figure 1). 

 

 
Figure 1. BaSO4 coated sphere 

 

The result of measuring the luminous flux of a 

LED source using a calibrated directional luminous 

flux from a reference lamp (type A) will contain 

significant type B uncertainty (up to 5% [1]). This 

may be due primarily to the difference in the relative 

spectral sensitivity of the integrating sphere 

photometer from the visibility function V(λ), since 

the emission spectra of the reference incandescent 

lamp and the “white” LED source are significantly 

different. 

The method for reproducing and transferring the 

luminous flux for LED sources developed at NSC 

“Institute of Metrology” (NSC IM) allows to 

eliminate this problem [2]. 

To test this method, a prototype of a reference 

lamp of the unit of luminous flux was developed at 

NSC IM in order to assure the measurement 

traceability of LED radiation sources. A prototype of 

a directional radiation source was also developed for 

calibrating reference integrating sphere photometers. 

Both of these prototypes are based on 

incandescent lamps with correction filters to obtain 

the spectrum of a standard “white” LED lamp. 

 

REFERENCE INCANDESCENT LAMP WITH 

LED SPECTRUM 

For a halogen lamp, a bulb with correction filters 

was developed. A cooling system is provided inside 

the bulb. Figure 2 shows the photo of a lamp 

prototype. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. A prototype of a reference lamp with correction 

filters developed at NSC “Institute of Metrology” 

 

The relative spectral characteristic of the lamp 

was measured on a integrating sphere spectrometer. 

The integrating sphere spectrometer was 

calibrated with a reference tungsten halogen lamps of 

the FEL type with known characteristics. The result 

of the relative spectral characteristics of the luminous 

flux is shown in Figure 3. 

The results obtained indicate good repeatability 

of experimental studies with the theoretical model 
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within the difference between the real spectral 

transmission of filters from tabulated values and the 

difficulty of taking into account all parameters in the 

theoretical model. 

 
Figure 3. Relative spectral characteristics of the luminous 

flux of the lamp prototype – theoretical model and 

measured values 

 

REFERENCE RADIATION SOURCE WITH 

LED SPECTRUM 

 

For calibrating a reference integrating sphere 

photometer according to the scheme shown in Figure 

4, a prototype of a reference radiation source based 

on an incandescent lamp with a radiation correction 

filter for the spectrum of a LED source was 

developed. 

 

 

 

 

 

 

 

 

 

 
Figure 4. Functional scheme of the installation for 

reproducing and transferring the unit of luminous flux to 

LED sources 

 

The results of studies of the relative spectral 

characteristics of the radiation of directional source 

by a spectrometer (developed by NSC IM) are 

presented in Figure 5. 

 

 
 

Figure 5. Relative spectral characteristics of the luminous 

flux of the directional source prototype – theoretical model 

and measured values 

 

The obtained study results demonstrate a good 

repeatability. 

 

CONCLUSIONS 

The study results of the developed prototypes of 

the reference lamp and the directional radiation 

source demonstrate the possibility of realization of 

theoretical models for LED sources with different 

emission spectra. Due to the high long-term stability 

of the reference incandescent lamps compared to 

LED lamps, the creation of highly stable reference 

lamps for LED calibrations is possible. Due to the 

synthesis of the spectrum of the reference lamp 

prototype, which is close to the spectrum of the 

standard “white” LED, the difference in the 

sensitivity of the integrating sphere photometer to 

LED and the developed prototype does not exceed 

0.26% (for a integrating sphere photometer with a 

difference from V(λ) f' = 6%). 
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Gravitational-wave detectors require accurate 

and precise calibration to maximize scientific 

benefit. As the sensitivity of these interferometers 

improve, calibration accuracy better than 1% is 

needed to optimally extract astrophysical source 

information. Continuous, differential-length 

fiducials at the 10-18 m level are currently 

generated via radiation pressure by systems 

known as Photon Calibrators. Recent 

improvements in methods for transferring laser 

power sensor calibration from NIST to a reference 

transfer standard located at the Laser 

Interferometer Gravitational-wave Observatory 

(LIGO) Hanford site, then to transfer standards 

for each detector, and finally to the power sensors 

of the photon calibrator systems, has enabled 

differential length calibration at the sub-percent 

level. 

PHOTON CALIBRATORS 

Photon Calibrators [1] (Pcals) use auxiliary, power-

modulated lasers to induce periodic modulation of the 

positions of suspended (up to 40 kg) mirrors via 

radiation pressure. The forces applied to the mirrors, 

and thus the modulation of the mirror positions, are 

proportional to the laser power reflecting from the 

mirror. The accuracy of the calibration fiducials is 

therefore directly dependent on the accuracy of the 

reflected laser power measured outside the vacuum 

envelope and the estimate of the optical losses in 

propagating from the mirror to the laser power sensor. 

CALIBRATION OF PCAL POWER SENSORS 

Following a scheme conceived in 2007 in 

consultation with J. Hadler at NIST, the first step in 

calibrating the interferometer’s power sensors is to 

calibrate a reference transfer standard that is referred 

to as the Gold Standard (GS). It consists of a 

Labsphere 4-inch-diameter integrating sphere with an 

interior Spectralon shell and an unbiased InGaAs 

photodetector with an integrated transimpedance 

amplifier. The GS is sent to NIST annually for 

calibration. 

The next step is to transfer the GS calibration to 

Working Standards (WS) of similar design, one for 

each observatory, as shown schematically in Figure 1. 

This is achieved by measuring the WS to GS 

responsivity ratios in a laboratory setup at the LIGO 

Hanford Observatory (LHO). Referencing all of the 

WSs to a single GS reduces uncertainty in the relative 

calibration of the detectors in the global gravitational 

wave (GW) detector network. 

To measure the responsivity ratios, a 1047 nm 

laser beam is divided on a beamsplitter. One detector 

is placed in the transmitted beam and one in the 

reflected beam and sensor outputs are recorded 

simultaneously. The positions of the two detectors are 

then swapped using automated pneumatic sliders and 

additional time series are recorded.  The square root 

of the product of the ratio of the first set time series 

with that of the second set yields the responsivity 

ratio, eliminating laser power variations and slow 

changes in the beamsplitter ratio. 

The third step is measurement of the 

responsivity ratio of the power sensor measuring the 

light reflected from the interferometer mirror and the 

WS. This is achieved by placing the WS in one of the 

two Pcal beams in both the transmitter and receiver 

modules and recording a set of time series for each 

beam. These measurements yield the ratio of the laser 

powers in the two Pcal beams, the optical efficiency 
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LIGO 
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Figure 1 Transfer of laser power calibration from NIST to 

the GS to a WS maintained at each observatory then to the 

power sensors located outside the vacuum envelope on the 

transmitter side (Tx) and the receiver side (Rx). H for 

LIGO Hanford, L for LIGO Livingston, V for the Virgo 

observatory in Italy, K for the KAGRA observatory in 

Japan, and I for the LIGO India observatory currently 

under construction in India. 
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for each beam, and the power sensor to WS 

responsivity ratios. The measured optical efficiencies, 

together with in-chamber efficiency measurements 

made when the vacuum envelope was vented, enable 

correcting the power sensor calibration to infer the 

power reflecting from the suspended mirror. 

The variation in the responsivity of the power 

sensors with temperature is measured to be 0.02 to 

0.10 % per K. Temperature differences between the 

NIST laboratory, the Pcal laboratory at LHO, and the 

various interferometer laboratories where the mirrors 

are suspended, as large as 4 K, are incorporated in the 

calibration uncertainty estimate. 

Nominally, the Pcal beams are diametrically 

opposed and equally spaced away from the center of 

the suspended optic and the interferometer beam is 

centered. However, in practice the Pcal beams can be 

mis-located by as much as 2 mm and the 

interferometer beam is intentionally displaced to 

optimize interferometer sensitivity. The resulting in 

unintended rotations of the mirror due to Pcal forces 

being sensed by the interferometer as length 

variations is an additional source of uncertainty. 

The relative uncertainty introduced by the 

sources described above are listed in Table 1 for the 

Y-end mirror at LHO. The overall relative uncertainty 

in the induced displacement of the mirror is 0.46 %. 

These results are typical for both interferometer end 

mirrors and for both LHO and the LIGO Livingston 

Observatory. Results for other detectors in the global 

GW network are expected to be similar. 

Table 1. Summary of the major factors contributing to 

relative uncertainty mirror displacement induced by the 

Pcal system for the LHO Y-end mirror. 

Parameter Rel. Uncertainty (1-) 

GS responsivity 0.32 % 

WS/GS resp. ratio 0.024 % 

Rx/WS resp. ratio 0.016 % 

Temperature 0.09 % 

Optical efficiency  0.044 % 

Unintended Rotation 0.31 % 

Displacement 0.46 % 

RELATIVE AND OVERALL CALIBRATION 

OF THE GW DETECTOR NETWORK 

Referencing the working standards for all of the 

observatories to the same transfer standard reduces 

relative calibration uncertainties for the global 

network. The laser power calibration of the GS 

carried out by NIST has a 1- relative uncertainty of 

0.32% (see Table 1).  However, in 2009 the 

EUROMET Comparison [2] reported disagreements 

between various national metrology institutes as large 

as 3.5 % for calibration of the same (thermal) power 

sensors operating at a wavelength and power level 

close to that used for GW detectors. Pursuant to the 

EUROMET study and a GW Metrology Workshop 

hosted by NIST in 2019 [3] some of the discrepancies 

have been understood and reduced. A bilateral 

comparison by NIST and PTB in Germany of a 

LIGO-style power sensor is underway and a broader 

comparison using one of these sensors is being 

considered [4]. 

    As shown in Table 1, the dominant sources of 

uncertainty in the Pcal displacement fiducials are the 

calibration of the GS and the uncertainty introduced 

by unintended rotation of the mirror due to calibration 

forces. A new generation of primary standards under 

development by NIST [5] may reduce the former and 

methods to reduce the latter are being investigated. 

CONCLUSION/DISCUSSION 

Calibration of Pcal power sensors at the various GW 

observatories using the scheme shown schematically 

in Figure 1 has enabled generation of differential 

length fiducials with sub-percent accuracy. 

Calibrating interferometer output signals over the full 

frequency range and continuously, over long 

observing intervals, poses significant additional 

challenges. Continued development of calibration 

methods and further improvements in calibration 

accuracy will be required to ensure that the scientific 

reward of higher signal-to-noise-ratio GW detections 

is not limited by calibration uncertainty. 
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ILMD- (Imaging Luminance Measuring Device) 

based LID measuring systems, are an established 

method for measuring the luminous intensity 

distribution (LID) of light sources in the far field. 

The advantage of this system is the high-resolution 

acquisition of a large angular range with one 

image. For the uncertainty budget, the 

mathematical description of the system can be 

divided into a photometrical and a geometrical 

component. For the uncertainty analysis, the 

measurement and calibration process are 

simulated by Monte Carlo method. Here we 

present the geometrical system description based 

on kinematic transformations. An analysis of the 

geometrical input parameters is shown.  

INTRODUCTION 

The LID 𝐼(𝜑, 𝜗   is the luminous llu  Φ  per 

solid angle Ω that is emitted in the direction (𝜑, 𝜗 . 

To assume the light source (Device under test: DUT  

as a point source, the measurement distance is large 

compared to the DUT dimensions. A common method 

to measure the LID, is the ILMD measurement 

system [1]. For this method, a DUT is mounted on a 

goniophotometer and illuminates a white screen in a 

large distance (see lig. 1 , and the luminance on the 

screen is measured by an ILMD.  

 
Figure 1: ILMD-based LID measuring system. 

Knowing the geometric relation between the system 

components, the LID in the angular range ol the 

screen can be calculated. Il the interesting angular 

range ol the LID ol the DUT is larger than the screen, 

the goniometer rotates the DUT in multiple viewing 

directions, so that the lull range is seen by the screen. 

These LID segments are then stitched together with 

an image-merging algorithm [2]. To determine the 

uncertainty budget ol this system, a Monte Carlo 

simulation is uselul. 

SENSITIVITY ANALYSIS 

For the sensitivity analysis, according to GUM, 

a good mathematical description ol the system is 

essential. For the lollowing uncertainty analysis, we 

separate the LID into its geometric llow and the 

photometric llu  component. We analyse the 

geometric component and combine a LID with high 

gradient.  

To analyse the geometric llu , we simulate the 

light path lrom the DUT to the measuring screen, 

considering the rotation ol the DUT by the 

goniometer. The geometrical system description is 

based on kinematic methods lrom robotics. In case ol 

rotation ol the DUT, both static and moving system 

components have an inlluence on the measurement 

uncertainty. Here, lor e ample, geometric deviations 

between the photometric center ol gravity ol the DUT 

and the center ol rotation ol the goniometer have an 

impact. Other lactors are the skew ol the goniometer 

a es and the distance between the goniometer and the 

measuring screen. 

KINEMATIC SYSTEM SETUP 

Kinematics usually describe the motion ol 

robots by representing the relation between moving 

parts and the position ol the robot. Every moving 

system can be described by a chain ol li ed and lree 

translations 𝑡  and rotations 𝑅  in homogeneous 

coordinates [3]. The translormation 
 𝑋𝑖+1 = 𝑇𝑖 ∗ 𝑋𝑖 (1  

describes the transler ol position and orientation ol 

the coordinate system 𝑋𝑖  to 𝑋𝑖+1  with the 

translormation matri  
 

𝑇𝑖 = (
𝑅 𝑡

0 0 0 1
) = (

𝑅(𝜃𝑥, 𝜃𝑦 , 𝜃𝑧) 𝑡(𝑥, 𝑦, 𝑧)

0 0 0 1
) (2  

By combining multiple translormations, the total 

translormation matri  can be described as:  
 𝑇𝑡𝑜𝑡𝑎𝑙 = 𝑇n−1→n ∗ … ∗ 𝑇1→2 ∗ 𝑇0→1 (3  

To analyse the geometric uncertainty ol the ILMD 

LID measurement system, we deline a coordinate 
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system lor every critical system component. The 

associated chain is shown in lig. 2.  

 
Figure 2: System components and coordinate systems lor 

geometric calibration. 

The light source 𝑋𝐿, is somewhere mounted on the 

goniometer table. The goniometer rotates the light 

source around the horizontal goniometer-a is 𝑋𝐻 

that is skewed and shilted to the vertical goniometer-

a is  𝑋𝑉 . Then the goniometer rotates around the 

vertical a is that is skewed against the optical a is 

and is in a measurement distance to the screen 𝑋𝑆. The 

lull translormation matri  lor the ILMD LID 

measurement system is given by 
 𝑇𝑡𝑜𝑡𝑎𝑙 = 𝑇𝑆 ∗ 𝑇𝑉,𝑝𝑜𝑠𝑒 ∗ 𝑇𝑉,𝑎𝑐𝑡 ∗ 𝑇𝐻,𝑝𝑜𝑠𝑒 ∗ 𝑇𝐻,𝑎𝑐𝑡 ∗ 𝑇𝐿 (4  

Note that the translormation ol the goniometer-a is 

coordinate system has a li ed part “pose” that 

describes an ollset and a moving part “act” that 

describe the goniometer rotation position. 

MONTE CARLO SIMULATION 

The measurement uncertainty analysis ol the 

system was carried out with a Monte Carlo simulation. 

The calibration ol the geometric relationships was 

assumed to be ideal. The necessary translation, and 

rotation parameters ol the goniometer, were measured 

separately. A compact budget ol the parameters is 

shown in tab 1. We assume, lor e ample, that the test 

object is placed on the goniometer with an uncertainty 

ol 1 mm in each direction, which is described by the 

translation ol  𝑇𝐿 . To analyze the geometric 

uncertainty we now simulate the poses ol the test 

object with known goniometer rotation lor nine 

e emplary directions. They are displayed as a 3 3 

point matri  on the measurement screen as shown in 

Fig. 2. The shown error ellipse shows the result ol the 

MC ol the mentioned input parameters with 10.000 

iterations. The error ellipse ol the point cloud has a 

large ellipse a is 𝜎𝑥𝐸 and a small ellipse a is 𝜎𝑦𝐸 

(see Fig. 2 . These a es lorm an aperture angle with 

respect to the goniometer center. Also shown is the 

distance ratio 𝜎𝑑𝑖𝑠𝑡 = 1 − 𝑑 𝑑0⁄  ol the variation ol 

the measuring distance DUT-screen. The measuring 

distance is used to convert the illuminance on the 

screen into luminous intensity to the power ol 2. 

Table 1: Used input parameter and its uncertainties lor 

Monte Carlo simulation. All empty entrances are zero. 

# t/R x,y,z [m] 

θx,θy,θz [°] 

Standard deviation 

[mm] or [°] 

x y z 𝝈x 𝝈y 𝝈z 

1 𝑇L 
𝑡    1 1 1 

𝑅    0.01 0.01 0.01 

2 𝑇𝐻,ac𝑡 𝑅     0.0043  

3 𝑇𝐻,p𝑜𝑠𝑒 
𝑡      0.1 

𝑅      0.05 

4 𝑇𝑉,ac𝑡 𝑅    0.0036   

5 𝑇𝑉,p𝑜𝑠𝑒  
𝑡   10   2 

𝑅    0.005 0.005 0.005 

6 𝑇S 𝑡    1 1  

RESULTS 

The overall result is shown in lig. 3 and tab. 2. 

This result is a lirst estimation ol the uncertainty ol 

ILMD LID measurement.  

 
Figure 3: Visualized uncertainty results lor every 

e emplary direction lor no goniometer rotation. 

These results must now be combined with the LID 

ol the DUT to obtain the angle dependent uncertainty 

ol the LID. The inlluence ol the image merging 

method still needs to be investigated. 

Table 2: Uncertainty results by number 

 𝝈dist 𝝈xE 𝝈yE 

𝑇𝑡𝑜𝑡𝑎𝑙  0.00023 0.01441° 0.01429° 
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Up to date, fiber optics laser systems are the most 

efficient way to carry information and very 

important in the field of telecommunication in 

Thailand. Typical optical fiber systems composed 

of laser sources, optical fibers as the transmission 

mediums, and detectors as receivers, where the 

most basic measurement necessary is optical 

power. To maintain quality and standard of 

information transmission, optical power 

measurement calibration is very important. The 

objective of this research was to design and 

development of InGaAs detectors, to use as an 

optical power transfer standard in the 

wavelengths where the optical fiber 

communication systems are operated. The design 

and development of the transfer standard under 

scientific collaboration between the national 

institute of metrology Thailand (NIMT) and 

Germany (PTB) will be presented. 

 

INTRODUCTION 

 

At present, the NIMT’s reference standard is laser 

calorimeter (M 601). It has the measurement 

uncertainty at 0.13-0.22 %. The M 601 reference 

standard is calibrated with another calorimeter with 

higher accuracy at the National Metrology Institute 

of Japan (NMIJ). The M 601 is then used to 

calibrate the calorimeter M 602, the reference 

standard for fiber optics laser power meter, with the 

measurement uncertainty at 0.5-0.6 %.  In 2017, 

cryogenic radiometer, a primary standard for the 

measurement of the absolute optical radiant power, 

was installed at NIMT. This instrument can achieve 

measurement uncertainty below 0.01% [1]. Thus, 

the objective of this project was to design and 

characterize single InGaAs photodiode as transfer 

standard detector in near infrared wavelength, where 

the optical fiber communication systems are 

operated. This transfer standard, designed and 

characterized at PTB, will then be calibrated by the 

cryogenic radiometer, and it will be used to calibrate 

the reference standard M601, as shown in Fig. 1.  

 

Figure 1. Traceability chain of the transfer standard.  

 

MEASUREMENT METHOD AND SETUP 

 

For metrology purpose such as this project, where 

high responsivity and linearity is very important, 

photodiode with the largest sensitive area was 

chosen. The InGaAs photodiode used in this project, 

Hamamatsu G8370-10, with diameter of 10 mm, had 

sensitive area of 78.54 mm2. The spectral 

responsivity of the InGaAs photo diode from the 

product’s data sheet is shown in Fig. 2 [2].  

Figure 2. Spectral responsivity of a InGaAs photo diode 

(from Hamamatsu data sheet). 

 

The detector was mounted on an aluminum housing 

designed and fabricated at the PTB. Next to the 

photodiode in the housing, mounted a temperature 

sensor (Pt100) to monitor the temperature of the 

diode during the measurement process.  
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Figure 3. Experimental setup for the measurement of the 

absolute spectral responsivity of the transfer detector. 

 

The responsivity of a InGaAs photodiode is obtained 

by measuring the photocurrent generated by the 

detector Iphoto and the incident optical power Φ.  

Schematic diagram of the experimental setup used to 

measure the responsivity of the detector is depicted 

in Fig.3. Two tunable diode lasers, with optical 

power stability of ± 0.2 % within one hour, with 

adjustable wavelength from 1260 nm to 1360 nm  

and from 1460 nm to 1620 nm were used as 

radiation source. The laser beam is then collimated 

by a fiber optic collimator.  To minimize possible  

influences on the measurement due to the laser 

power fluctuation, the beam was monitored by a 

monitor detector. A beam splitter is used to separate 

a laser beam into 2 beams, one goes to reference 

power meter or transfer standard and one goes to a 

monitor detector. A monitor detector (Ge-diode) is 

used for the correlative power measurement. A 

shutter is used to control the on/off of laser beam. 

Transfer standard (InGaAs) and reference power 

meter (thermopile sensors, BT14) are mounted on 

X-and Z- stage for comparison measurement. The 

laboratory was highly stabilized at 20.5 ± 0.5°C to 

minimize the influence from temperature fluctuation. 

Moreover, the temperature of the InGaAs detectors 

was measured with the temperature sensor (Pt100) 

mounted in the housing [3]. 

 

                    
Figure 4. Absolute spectral responsivity of the InGaAs 

detector measure against reference thermopile detector. 

 

RESULTS 

The absolute spectral responsivity of the InGaAs 

detector, measured by calibration against the PTB 

reference thermopile detector (BT14) at different 

laser wavelength available (from 1280-1320 nm and 

from 1530-1570 nm) is shown in Fig. 4.  The 

measurement uncertainty (k=2) is less than 1%.  

CONCLUSION 

In this paper, the design and development of InGaAs 

detector to use as a transfer standard for optical fiber 

communication was presented. The optical 

characterization of the detectors in this project was 

determined by measuring the absolute spectral 

responsivity of the detector. The absolute spectral 

responsivity of the InGaAs detector measure against 

reference thermopile detector at PTB was presented 

and was comparable to the spectral response graph 

from the manufacture.  

The future work is to calibrate the InGaAs 

detector against the NIMT’s cryogenic radiometer, a 

primary standard for the measurement of the 

absolute optical radiant power and compare the 

spectral responsivity results with the results 

measured at PTB. The calibrated InGaAs detector 

will then be used to calibrate the Thailand reference 

standard for optical fiber communication. 
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A global interlaboratory comparison (IC 2017) on 

measurements of solid-state lighting (SSL) 

products with goniophotometers was conducted 

under the International Energy Agency (IEA) 4E 

SSL Annex, participated by 36 laboratories from 

19 countries with a total of 41 goniophotometers. 

Not only large mirror-type goniophotometers but 

also near-field type and source-rotating type 

goniophotometers were included. Three LED 

luminaires of different types and one narrow-

beam LED lamp were used as artefacts for star-

type comparisons with two reference laboratories. 

16 quantities including electrical, photometric, 

colorimetric, and goniophotometric quantities 

were measured and compared. The results 

revealed the levels of measurement variation for 

SSL products across the market and a number of 

specific problems in participants’ results.  

DESIGN OF THE COMPARISON 

Previously, the International Energy Agency’s (IEA) 

Energy Efficient End-use Equipment (4E) Solid-State 

Lighting (SSL) Annex conducted the first 

interlaboratory comparison (IC 2013) for 

measurements of electrical, photometric, and 

colorimetric quantities of SSL products (LED lamps). 

This comparison included 55 laboratories [1,2] and 

provided critical data on the variability of LED lamp 

measurements, however measurements of luminaires 

by goniophotometers were not covered. 

The IEA 4E SSL Annex organized another global 

interlaboratory comparison (IC 2017) for 

measurement of SSL products with 

goniophotometers. IC 2017 was launched in June 

2017 [3] and had 36 participating laboratories from 

19 countries for a total of 41 goniophotometers. IC 

2017 was designed to investigate the level of 

agreement in measurements of various quantities for 

LED luminaires and beam lamps by 

goniophotometers. It was also designed to investigate 

the equivalence of non-standard goniophotometers 

(e.g., near-field type and source-rotating type) to 

traditional far-field mirror type goniophotometers.  

IC 2017 used the international standard CIE S 

025 [4] (and equivalent European standard EN 

13032-4 [5]) as the test method. Thus, IC 2017 was 

able to provide information on measurement 

variations by laboratories that are in compliance with 

CIE S 025.  This comparison was also designed to 

be in compliance with ISO/IEC 17043 [6] so that it 

may serve as a proficiency test for SSL testing 

accreditation schemes around the world. 

STRUCTURE OF THE COMPARISON 

IC 2017 was led by National Institute of Standards 

and Technology (NIST, USA) which served as Task 

Leader. To share the workload of comparison, two 

laboratories having a large mirror-type 

goniophotometers served as reference laboratories 

(called Nucleus Laboratories in IC 2017): Korea 

Institute of Lighting and ICT (KILT, Korea) and 

Laboratoire National de métrologie et d'Essais (LNE, 

France). To establish equivalence of measurements 

between these two laboratories, a Nucleus Laboratory 

Comparison was carried out, using two sets of the 

comparison artefacts and measuring all the quantities 

(see next section). The details and results of the 

comparison are available in IC 2017 Nucleus 

Laboratory Comparison Report [7].  

IC 2017 was carried out as a star-type comparison 

between each participant and one of the two Nucleus 

Laboratories, which prepared and measured the 

artefacts, shipped them to participants, and measured 

them again upon their return. If reproducibility was 

poor, the measurement of a particular artefact with the 

participant was repeated. The measurements with 

participants were made in six rounds, two rounds by 

KILT and four rounds by LNE. These measurements, 

and any re-measurements, spanned a time period 

from November 2017 to September 2019.  

TECHNICAL PROTOCOL 

Table 1 shows the comparison artefacts used. ART-1 

is a MR-16 type narrow-beam LED lamp with a beam 

angle of ≈12°; ART-2 is a 60cm x 60cm indoor planar 
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LED luminaire with a broad intensity distribution; 

ART-3 is a linear LED luminaire including small 

upward light emission; and ART 4 is a street light 

LED luminaire having asymmetric intensity 

distributions, with a low power factor of ≈ 0.7.  

Table 1. Specifications of the comparison artefacts 

 ART-1 ART-2 ART-3 ART-4 

image 

    

Supply DC12 V AC 220 V AC 220 V AC 220 V 

Power 7.5 W 40 W 20 W 20 W 

CCT 2700 K 5500 K 4000 K 4500 K 

 

Table 2 shows the list of measurement quantities. 

Items 1 to 8 are general quantities used for the 

proficiency test as well as technical study purposes. 

Items 9 to 16 are goniophotometric quantities, which 

are used for technical study purposes. Further details 

are available in IC 2017 Technical Protocol [8]. 

 

Table 2. Measurement quantities used for IC 2017 

No. Quantity Artefact 

1 Total luminous flux (lm) All 

2 Luminous efficacy (lm/W) All 

3 Active power (W) All 

4 RMS current (A) All 

5 Power factor All 

6 Chromaticity coordinates u’, v’ All 

7 Correlated Color Temperature All 

8 Color Rendering Index Ra All 

9 Luminous intensity distribution   

I (0,0) and distributions in 4 

planes 

All 

10 Partial luminous flux (15°) ART-1 

11 Center beam intensity ART-1 

12 Beam angle ART-1 

13 Street-side downward flux ART-4 

14 House-side downward flux ART-4 

15 Up light flux ART-4 

16 Color uniformity ART-1,3 

RESULTS 

The (relative) differences between each participant and the 

reference value (result of the Nucleus Laboratory) were 

calculated for all the 16 quantities, four artefacts (one or 

two for goniophotometric quantities), and 41 participants, 

producing nearly 2000 points of comparison in total. 

Graphs comparing all participants were prepared for all 

four artefacts together or for each artefact separately, for 

each measurement quantity, resulting in over 54 graphs of 

results. In addition, z’ scores and En numbers (see [6]) for 

the general quantities were calculated for proficiency test 

purposes. The intensity distribution curves were also 

plotted to compare the participant’s and the reference 

laboratory’s results. 

Individual Test Reports (ITRs) reporting the results of 

only each participant have been issued to each participant. 

The IC 2017 Final Report is to be published in 2020, 

comparing the results of all participants anonymously.  

CONCLUSIONS 

This comparison provided valuable data on the 

agreement of SSL product measurements by 

goniophotometers. There were numerous problems found 

in the results, in some cases with very large discrepancies. 

While total luminous flux showed results as expected, 

electrical quantities (i.e., active power and RMS current) 

showed much larger variations than expected. The partial 

luminous flux quantities showed much larger variations 

than total luminous flux which implies problems with 

artefact alignment. Comparison of goniophotometer types 

(18 mirror-type, 13 near-field-type, 10 source-rotating type) 

did not show any significant differences overall, though 

results do vary in individual cases. Further points will be 

presented and discussed at the conference.  
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I. THE PRESENT 

 
By June 2020, the global network of gravitational wave de- 

tectors, run by the LIGO, VIRGO, and KAGRA collaboration, 

will have just finished their most recent 12 calendar months 

of data collection at its best sensitivity ever. They will have 

quintupled the number of detections observed since the last 

two data collection periods [1]; each detection with typical 

signal-to-noise ratios of 10 to 20. With that new collection, the 

detectors cement the field of observational gravitational wave 

astronomy, delivering on its decades-old promise with robust 

detection of gravitational waves from the collisions of pairs 

black holes e.g. [2, 3] and of neutron stars, e.g. [4]. 

At these signal-to-noise ratios, quantitative statements will 

have been made about the properties of those new events, much 

like the events found in the first two data collection periods: de- 

tails about astrophysical progenitors (location, distance, mass, 

etc.) [5, 6], and the resulting waveforms (polarizations, time- 

of-arrival compared against Relativity, etc.) [7–10]. With the 

number of events approaching (100), improved quantitative 

statements can then been made about the population of events, 

as in [11], and the surrounding cosmology, e.g. Hubble’s con- 

stant, as in [12, 13]. 

These exciting conclusions from gravitational wave astron- 

omy would not be possible without an accurate and precise 

model of the detector’s loop-suppressed output –   fundamen- 

tally, a digitized sum of photo-currents, derr, resulting from the 

interferometric laser power output cast on to a few diodes 

– and its response to the detectors’ differential arm length 

displacement, ∆Lfree, caused by incident gravitational waves 

[14, 28]. That model is then used to estimate a near-real-time 

data stream that corresponds to the estimated strain on the 

detector, h = ∆Lf ree/L, where L is the average length of the 

given detector’s arms [15, 17]. Figure 1 shows a simplified 

diagram of how the model is used to generate h in the LIGO 

detectors (VIRGO and KAGRA are similar). The creation of 

this “calibration” model, and the corresponding estimates of 

uncertainty and systematic error continues to be an exciting 

challenge in precision engineering as the detectors evolve to 

achieve better sensitivity. 

An example of the network’s uncertainty and error during 

the third observing period is shown in Figure 2. The meth- 

ods used to create these estimates are described in detail in 

[16–18]. In the most sensitive regions (20 ;S f ;S 500 Hz), the 

uncertainty and error estimates of the detectors’ calibration are 

dominated by three components. The first dominant compo- 

nent (frequency-independent): the uncertainty in the detectors’ 

absolute displacement reference system – a collection of auxil- 

iary laser systems used to displace the detectors arms differen- 

tially via radiation pressure force. The laser power from these 

so-called “photon calibrators” are captured by their own, NIST- 

traceable, photo-detector systems, and their output is digitized 
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FIG. 1. Simplified diagram of the differential arm length control loop 

of the detectors. The digital error, derr, and control, dctrl, signals are 

converted to an estimate of the strain on the detector in the absence of 

the control system, h = ∆Lf ree/L. The model for such conversion is 

referenced to the photon calibrator system, which causes displacement, 

xpc, equivalent to ∆Lfree 
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FIG. 2. Example, magnitude (top) and phase (bottom), 68% confi- 

dence interval bounds of uncertainty and systematic error of detector 

output, h, achieved during September 2019 for detector network. 

LIGO observatories, H1 and L1, and the VIRGO observatory, V1, are 

shown. Shaded region represents the 68% confidence interval bounds 

of the combined estimate of (a) statistical uncertainty, *(b) systematic 

error, and (c) uncertainty on that systematic error esimtate. Dashed 

lines are the median of that estimate [18]. 

 
 

and converted to a independent driven displacement estimate, 

xPC, via their own sophisticated calibration scheme [19, 20]. 

The second dominant component (frequency-dependent): esti- 

mated systematic error (and its associated uncertainty) between 
the measured detector response and the limited analytic model. 

The final component (also, frequency dependent): the ability 

to resolve driven measurements in frequency regions outside 
the f 20 500 Hz band where the detector noise increases 

rapidly, and timing synchronization uncertainty within a given 

detector limits phase estimates at high frequency (site-to-site 
timing uncertainty is currently negligible compared to achiev- 

able estimates of detector arrival-time for events at SNR 20). 
The first component – the estimated uncertainty in the dis- 

placement created by the absolute reference system – can, 

 

 

 

 
 

 
FIG. 3. Estimated distribution of detector network SNR for a theoreti- 

cal distribution of events detected in a network of detectors at aLIGO 

target sensitivity (2G), and a network of detectors with a factor of 10 

better sensitivity (3G) [27]. 

 
 

and will, continue to improve provided adequate time, person- 

power, and funding. However, we note that the latter two com- 

ponents are (a) detector configuration dependent, (b) model 

dependent, (c) time dependent (both that the unknown system- 

atic error evolves in time when the detector configuration is 

stable due to natural alignment and thermal fluctuations, and 

also that it relies on amount of time spent understanding model 

discrepancies before the next detector configuration change), 

(d) and dependent on the detector sensitivity. Each dependency 

presents a unique challenge to the authors and their successors, 

and we anticipate no reduction in that challenge in the future. 

 

 
II. THE FUTURE 

 
The global network of gravitational wave detectors is con- 

stantly improving and expanding. The network’s third obser- 

vational run began in 2019 with the existing three functional 

detectors, L1, H1, and V1 with sensitivity improved by almost 

a factor of 2. The fourth detector, KAGRA or K1, [21], is will 

have joined the observing run in 2020 [22]. Funding for an 

upgrade beyond the second generation LIGO design [23] has 

already been funded and will begin installation just after the 

current observing run, mid-2020. A decade into the future, the 

network of 2nd generation (“2G”) detectors be supplemented 

by an additional, fifth, LIGO-India detector, and may even have 

the its first of the 3rd generation (“3G”) detectors in which the 

sensitivity has increased ten-fold [24–26]. In such a 3G net- 

work, we expect the network signal-to-noise ratios for events 

to swell well into the 100s; see Figure 3, [27]. 

In such an environment, it is imperative that calibration of 

the detectors is precise, accurate, self-consistent, and coordi- 

nated over the many, many promised detections in order to 

extract the maximum amount of astrophysics and cosmology 

from the measured population. Extrinsic event parameters like 

distance and sky-localization will be confused by  1% level if 
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FIG. 4. A toy model of how the estimate of the Hubble constant, H , 

 
500-1000 will no more beneficial than SNR 100 events unless 

the level of calibration accuracy and precision is improved. 

Further, if collections of events are skewed by systematic error, 

then any reports on measurements of cosmological parameters 

may be skewed; see Figure 4 for example. 

 
Research about how to better marginalize individual event 

estimates for progenitor astrophysical parameters over detec- 

tors’ calibration uncertainty is maturing. Research into the 

impact of the network’s calibration accuracy and precision as 

it evolves over time, on populations of events or cosmological 

may be skewed by 20% systematic error in detector network 

tion (20% is an exaggerated level of systematic error to 

0 

calibra- 
statements, is still in its infancy. The photon calibrator sys- 

tems remain the most promising of references, and all  future 
demonstrate 

the effect). Error bars indicate individual events and their uncertainty 

(with presumed systematic error). The gold solid line indicates the 

resulting (biased) estimate of H0. The blue line indicates an example 

“true” value of H0. 

 

network accuracy and precision remains at the current state- 

of-the-art.  At worst, rare-but-plausible events with SNRs  of 

detectors will remain outfitted with such a system.  Projected 
uncertainties on these systems are already at an incredible 

0.5%-level, with a renewed interest in improving them even 

further. As a supplement, continued development of a smat- 

tering of additional techniques also continues [28–30]. Yet, as 

described above, the absolute reference is not the only uncer- 

tainty and systematic error to be tackled: we look forward to 

the future challenges that await! 
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We report on the development of performance 

evaluation technologies for mid-infrared (mid-IR) 

spectrometers. The mid-IR continuous-wave (cw) 

optical parametric oscillators (OPOs) based on a 

fan-out grating Mgo:PPLN pumped at 1064 nm 

and laser diodes were used for wavelength-

calibration of mid-IR spectrometer. We used these 

light sources to evaluate the wavelength resolution, 

accuracy and optical signal-to-noise ratio (OSNR) 

of the mid-IR spectrometer. 

INTRODUCTION 

In recent days, various remote sensing applications 

such as biomedical sensing, gas sensing, missile 

tracking, lunar exploration and earth observation 

have been actively investigated in the mid-IR region 

[1]. Therefore, it is increasingly important to have 

accurate mid-IR spectrometer to ensure the 

meaningful results of such applications. 

In this paper, we present the development of 

performance evaluation technologies for mid-IR 

spectrometers using cw OPO and laser diodes. The 

cw OPO is based on the fan-out PPLN crystal 

pumped at 1064 nm. By changing the poling period 

of the crystal, we can achieve wavelength-tunable 

radiation from 2500 nm to 3600 nm. The three laser 

diodes used in our experiment have 2000 nm and 

3800nm, 4000 nm, respectively. By using these 

wavelength-tunable light sources, we evaluated 

performance of mid-IR spectrometer from 2000 nm 

to 4000 nm. 

EXPERIMENTAL SETUP 

Figure 1 shows the example of the experimental setup 

for calibration of mid-IR spectrometer. The main light 

source for the spectrometer calibration were single 

cw OPO and three diode lasers. To obtain stable mid-

IR OPO operating in a single mode, we used modified 

Pound-Drever-Hall technique [2]. The detailed 

interpretation of the cw OPO performance is 

introduced in Ref. [3] (not shown in this paper). 

In general, a mid-IR spectrometer can capture 

surface images of objects, such as a camera with 

spectral functions. The experimental setup for 

calibration of mid-IR spectrometer is equipped with a 

gold-coated integrating sphere to implement the 

luminance measurement conditions. The mid-IR 

spectrometer can measure the lambertian light source 

from the output port of integrating sphere. Laser 

output from the cw OPO can be delivered in free-

space, and the integrating sphere can be mounted on 

a two-axis automatic linear stage to align the output 

port of the integrating sphere to the mid-IR 

spectrometer. The used distributed feedback (DFB) 

laser diode (LD) and DFB interband cascade laser 

(ICL) have a center-wavelengths of 2 um and 3.8 um, 

4.0 um, respectively. According to the types of the 

spectrometers, the light sources can be delivered with 

optical fibre or free-space. 

EXPERIMENTAL RESULTS 

Now, we present experimental results for the 

performance evaluation of the mid-IR spectrometer. 

In our experiment, we evaluated two kinds of 

spectrometers such as a Fourier transform infrared 

(FTIR)-based spectrometer (OSA205, THORLABS) 

Figure 1. Example of experimental setup. 
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and a diffraction grating based spectrometer 

(AQ6376, YOKOGAWA). The combined 

wavelength spectra of cw OPO recorded by FTIR-

based spectrometer is shown in Fig. 2. The poling 

period of the PPLN crystal moves between 28 um and 

32 um, the wavelength of the cw OPO output can be 

tuned from 2500 nm to 3600 nm. Each OPO spectrum 

was measured in step of 100 nm. From the results, we 

can clearly confirmed the single mode operation of 

cw OPO in a wide wavelength tuning range wider 

than 1 μm. This ensures that the OPO was enough 

stable to evaluate performance of mid-IR 

spectrometer. 

Fig. 3 shows the laser wavelength of signal and 

idler of the cw OPO measured using a diffraction 

grating based spectrometer and FTIR-based 

spectrometer, respectively. The wavelength of signal 

measured using the diffraction grating based 

spectrometer was 1647.7 nm, and the wavelength of 

idler measured using the FTIR-based spectrometer 

was 3004.1 nm. 

The optical signal-to-noise ratio (OSNR) of the 

FT based spectrometer is about 30 dB at 0.1 nm 

resolution, and the OSNR measured by the diffraction 

grating based spectrometer is about 75 dB. Since 

signal and idler are twin-photons generated from one 

pump photon and theoretically follow the same 

physical generating mechanism, we assumed that 

idler also has OSNR of at least 75 dB. Finally, we 

conclude that the FTIR-based spectrometer cannot 

measure the background noise of a signal with OSNR 

greater than 30 dB. 

SUMMARY 

Here, we reported on the experimental setup that can 

evaluate the characteristics of the mid-IR 

spectrometer. By using the mid-IR lasers, we 

evaluated OSNR, wavelength resolution and 

accuracy of the mid-IR spectrometers. We believe 

that these experimental results will be helpful to 

evaluate the performance of mid-IR spectrometer. 
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Figure 2. Wavelength spectra of cw OPO. 

Figure 3. Laser wavelength of signal and idler 
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