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Abstract: Recently, freeform optics has been widely used due to its unprecedented compact-
ness and high performance, especially in the reflective designs for broad-wavelength imaging
applications. Here, we present a generalized differentiable ray tracing approach suitable for
most optical surfaces. The established automated freeform design framework simultaneously
calculates multi-surface coefficients with merely the system geometry known, very fast for
generating abundant feasible starting points. In addition, we provide a “double-pass surface”
strategy with desired overlap (not mutually centered) that enables a component reduction for very
compact yet high-performing designs. The effectiveness of the method is firstly demonstrated
by designing a wide field-of-view, fast f-number, four-mirror freeform telescope. Another
example shows a two-freeform, three-mirror, four-reflection design with high compactness and
cost-friendly considerations with a double-pass spherical mirror. The present work provides a
robust design scheme for reflective freeform imaging systems in general, and it unlocks a series of
new ‘double-pass surface’ designs for very compact, high-performing freeform imaging systems.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Growing interest in freeform optics is fostered by the rapid advances in precise fabrication
techniques and replica of optical components with almost any shape [1–3]. Including freeform
components in optical systems provides numerous opportunities for unprecedented performance
and lightweight, compact packaging, which has already been proven in various applications,
such as telescopes [4,5], spectrometer [6], Augmented Reality (AR) [7], beam shaping [8]
and tailored illuminations [9,10]. Many optical design processes are still largely dependent on
time-consuming and often tedious ‘initial guess - iterative optimizations’ loops to achieve a
qualified result. However, this routine design strategy has been challenged by freeform optical
systems due to the many more freedoms of degree to accurately describe such surfaces and the
limited availability of adequate, feasible initial designs.

The optical design community is joining forces to overcome the issues regarding freeform
imaging system design [11]. Various mainstream approaches have been proposed, to name a few,
(i) paraxial design with commercial software optimization [7,12], (ii) nodal aberration theory
[13,14], (iii) automated design with advanced optimization [15,16] and (iv) direct design with
certain aberrations vanished [17–19]. The first design strategy relies on a good starting point
which is usually from a paraxial calculation of classic aberration theories, and then generalizes
a sophisticated merit function by using commercial optical design software (e.g. Zemax or
Code V) for iterative optimization. This method can target different features of freeform optics,
for example, applying orthogonal surface representations to ease manufacturability or increase
the optimization speed [20,21]. However, practical issues such as deviations from best fitting
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sphere (BFS), frequent occurrences of obscuration and overall volume are usually ignored by
default merit functions. Noting that the paraxial assumptions have been made for raytracing
among most optical design software, while the usage of freeform surfaces usually violates this
assumption which leads to unreliable calculations of crucial metrics like effective focal length
(EFL) and distortions. Secondly, the nodal aberration theory provides an insightful and systematic
evaluation of different surface Zernike terms to full-field aberration corrections [22,23], which
need profound optical design skills and not readily to use for novice optical designers. In contrast,
the third automatic design strategy is more brute-force but quite practical, which is usually a
point-to-point construction process to minimize a user-defined merit function for a high overall
imaging performance [15]. Due to the considerable surface fitting for continuously increased
point clouds, the process can be time-consuming. The fourth design strategy starts from more
fundamental optical laws (e.g. Fermat’s law) to cancel desired aberrations to certain order, thus
called direct design. This strategy was known for N optical surfaces to achieve N perfect imaging
points of lens design in the beginning, and later extended to more surfaces and off-axis mirrors
[18,24–26].

While freeform imaging designs with three mirrors are omnipresent with all the above-
mentioned methods, high-performing four-mirror freeform designs are rarely reported in literature.
It is possible that such methods are not yet fully adapted to the increased complexity in solution
space. Besides, one additional freeform component largely arises fabrication and assembly costs,
which might cancel the benefits of a faster F-number and a larger field-of-view (FOV) brought
by a four-mirror design. Efforts have been made to directly construct four-mirror anastigmatic
spherical/conic designs [27–30], which can be further optimized as freeform systems. However,
they are usually limited to slow F-number and small FOV [31]. Last but not least, complex
freeform optical design is ‘notorious’ that the same design is hardly reproducible without an
exact recipe on each step, while such data is usually very difficult to archive.

Here, we tackle these problems with our developed freeform optical design framework. In this
method, an exact set of freeform surface parameters is solved for each design with merely the
initial mirror and detector positions as input parameters, thus an initial (hand-picked) geometry
can always converge to an improved starting design with most aberrations corrected in a few
minutes. All the processing time in this work is based on a single-CPU laptop (Intel i7-8850H
CPU, 16GB RAM), and a high-performance computing workstation is not required. In the
following sections, we firstly present the fundamentals of the proposed method. Then, a wide FOV,
fast f-number, four-mirror freeform imaging system is designed with comparable performance to
a state-of-the-art design. Furthermore, we propose the ‘double-pass surface’ strategy to generate a
novel class of two-freeform, three-mirror, four-reflection designs, leading to an excellent imaging
performance with more compact packaging and reduced manufacturing, assembly complexity.
The main contributions of this work are summarized as follows: (1) we generalize a differentiable
raytracing approach that leads to rapid ‘first time right’ designs by calculating multiple surface
coefficients simultaneously; (2) we provide versatile user-defined metrics and a variable stop
surface to realize a very flexible freeform optimization process targeting different priorities, e.g.
image quality or manufacturability; and (3) a new series of folded freeform imaging designs
with the proposed ‘double-pass surface’ strategy is presented, enabling reduced components and
super-compact packaging with high image quality.

2. Fundamentals and design method

The proposed design framework consists of three modules: the input, the processing and
the output, as summarized in the flowchart (Fig. 1). The input parameters are the system
specifications, namely the effective focal length (EFL, can differ in x- and y-direction), the field
of view (FOV, optionally circular or rectangular), the F-number (or the entrance pupil diameter,
ENPD), an optional stop surface # and an optional parameter to indicate if the ‘double-pass
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surface’ strategy is used or not, as well as the system geometry indicated by surface positions or
distances plus angles. After the input parameters are given, they are sent to the ‘first-time-right’
calculation where the necessary information to generate all the metrics are calculated directly
and rapidly. Then an optimization algorithm is performed based on the selected metrics, noting
that the system geometry parameters (e.g. surface positions) are variables to allow obscuration
removal. When the stop criteria are met, the system and surface parameters are given to further
check the image quality, manufacturability, and system volume, etc. This step can be done in our
developed program or by importing the output system parameters to a commercial optical design
software. More details are given below.

Fig. 1. Flowchart of the propose design framework, which highlights the minimal required
input by the user, and the wide range of directly calculated coefficients and metrics

2.1. Generalized freeform ray tracing

The system coordinate definitions are generic to any reflective imaging system. As an example, a
schematic four-mirror design is used to describe the notations as seen in Fig. 2. The surface
positions of the four freeform mirrors M1-M4 and the image plane M5 are defined in a global
coordinate system XYZ, denoted by their vertices PMi (Xi, Yi, Zi). Each surface geometry is
described by its local coordinate uvf. The surface sag functions fi(ui, vi) are defined locally with
their origins on the vertices pi(ui, vi, fi). Like any imaging system, the ray tracing starts from an
entrance pupil with a certain ray sampling pattern. The origin of the global coordinate is placed
at the center of the entrance pupil, while the pupil stop could be positioned at any surface of the
system.

One ray is regarded as emitting from one point on the object plane to another point on the
entrance pupil. On the object plane, one object point emitting a bundle of rays is one field,
described by a normalized 2D position or angular vector (hx, hy) when the object is from finite
distances or infinity respectively. The proposed method is applicable for both situations, while in
this context will focus only on objects from infinity if not specified otherwise. On the entrance
pupil, we sample the circular area by a certain pattern, e.g. Gaussian quadrature with certain
rings and arms [32], and each point is denoted by a normalized 2D-vector (px, py). Any ray
entering the imaging system is solely determined by a 4D-vector (px, hx, hy), denoted as 4D ray.

Let us consider a sequence of N reflective optical surfaces si (i=1. . . N) aligned along the
on-axis chief ray path. Once the surface positions are known, the surface tilts θi and distances di
between two adjacent surfaces are readily calculated to make the chief ray go through each mirror
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Fig. 2. Generalized ray tracing of an unobscured four-mirror imaging system that propagates
a bundle of 4D rays via the mapping of the pupil grid on each surface

center and reach the detector center, more details are seen in Supplement 1. The generalized ray
tracing allows a bundle of 4D rays propagate through surfaces by grid as seen in Fig. 2. The
mapping functions ui, vi record the trajectories of the 4D ray grid by mapping them from entrance
pupil to image plane (denote as N+1), which are represented in power series
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The surface functions are also denoted as the power series in local coordinates (ui, vi)

fi(ui, vi) =
∑︂S

s=0

∑︂T

t=0
f̄i,stui

svi
t, i = 1 . . .N, (3a)

where, j, k, l and m denote the orders of normalized pupil coordinate and field coordinate.
ūi,jklm, v̄i,jklm, f̄i,st are mapping coefficients and f̄i,st are surface coefficients. Among many surface
expressions, power series are used in this work due to their infinitely differentiable feature and
the associated benefits in solving following high-order partial differential equations [33]. If all
these coefficients are solved, then all the freeform surfaces are determined.

Normally, a N-reflection design results in N separate mirrors. However, less components
can form a more compact packaging as well as greatly ease the fabrication and assembly
procedures. In viewing of this, a double-pass surface strategy is readily to be implemented in
this generalized ray tracing module. As for a N-reflection (N>=4) initial geometry, we can
force two non-adjacent mirrors to have the same global coordinates and surface coefficients, e.g.
PMi = PMi+2, f̄i,st = f̄i+2,st, (i = 1, 2, ..). Therefore, a ‘double-pass surface’ is generated with a
few additional constraint equations, which will narrow the solution space, but it does not break
the generality of the proposed method. Further implementation of the ‘double-pass surface’
strategy is explained in Sec 3.2.

With respect to manufacturing, we can separate the spherical part and the high-order terms in
Eq. (3a) to better visualize the freeform departure. As the expression of power series is close
to XY polynomials, a widely used freeform surface type is adopted, which is mathematically

https://doi.org/10.6084/m9.figshare.14571624
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represented by a spherical basis and the freeform departure portion

fi(x, y) =
ci(x2 + y2)

1 +
√︂

1 − c2
i (x2 + y2)

+
∑︂M

m=0

∑︂N

n=0
Ai,mnxmyn, i = 1 . . .N. (3b)

where, ci is the paraxial curvature of the surface, Ai,mn are corresponding coefficients of the
polynomial terms. Given the YZ-plane symmetry, only even x-terms are used. The calculated
freeform surface coefficients from Eq. (3a) are easily converted to Eq. (3b) for characterizing
the freeform departure from best fitting sphere (BFS). In principle, once the coefficients f̄i,st
are known, the surface type can be converted to most well-known freeform surface types, e.g.
Zernike polynomials [21], Forbes Q polynomials [20] and alike.

Based on focal length definition, each ideal image point is calculated by

uideal = Fx . tan(hx) and videal = Fy . tan(hy), for infinite object. (4)

where, Fx and Fy are the focal lengths in X- and Y-direction respectively. The magnification and
object height are used if the object is from finite.

The transverse ray aberrations are the X- and Y- deviations of arbitrary ray from its ideal image
point, which we also write in ascending power series as ϵ (o) = (ϵx, ϵy)
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where, o = j + k + l + m denotes the corresponding aberration order to be corrected.
With the Eqs. (1)–(6), a generalized raytracing method is presented which is applied to most

types of optical surfaces (spherical, aspherical, and freeform) since they can all be well described
by the power series in Eq. (3a). It is important to point out that, this generalization provides a
differentiable raytracing suitable for other optimization strategies, and it closely links with all
fields and the entire pupil to target different system specifications.

2.2. Analytic ‘first time right’ multi-surface calculation

Analytic calculation of freeform coefficients has been demonstrated by many cases in both non-
imaging and imaging lens systems [34,35]. Recently, the method is further extended to deal with
both catoptric and/or dioptric optical surfaces [36]. In this work, we further develop the design
method for multiple surfaces up to 4th. This process allows to calculate the above-mentioned
surface, mapping, and aberration coefficients, which offers ‘first time right’ initial imaging
systems for a given geometry. In that sense, it provides a local and deterministic solution rather
than a global solution.

To ensure the first-order feature of the design and cancel the residual transverse aberrations
ϵ (o) from Eqs. (5) and (6), we assume a ray path from object to image plane that consists of
(N+1) segments with corresponding distances d1 . . . dN+1, as seen in Fig. 2. Fermat’s principle
implies that

Di,x = ∂ui (di + di+1) = 0, i = 1 . . . .N, (7)

Di,y = ∂vi (di + di+1) = 0, i = 1 . . . .N. (8)

where, di+1 is the Euclidean norm of point pi to pi+1. If refractive surfaces are used, the optical path
lengths are given by nidi, with the refractive index ni at a certain design wavelength. An optical sys-
tem consisting of N optical surfaces is fully described by these 2N partial differential equations Di,x
and Di,y. Thus, we obtain D4,x = (u4,v4, f(u4, v4)) - (u3,v3, f(u3, v3)) + (u5, v5, zD) - (u4,v4, f(u4, v4))
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when i=4. If the condition of Eq. (4) is fully implemented in this optical path calculation, the
focal length and other first-order related properties are ensured. Furthermore, different focal
lengths in X- and Y- directions are allowed.

To calculate those unknown coefficients ūi,jklm, v̄i,jklm, f̄i,st from Eqs. (1)–(3), we differentiate
Eqs. (7) and (8) with respect to px, py, hx, hy in different aberration orders and evaluate at
px = py = hx = hy = 0 as follows
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y
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Di,x = 0, i = 1 . . .N, (9)
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∂pk
y

∂l
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x

∂m

∂hm
y

Di,y = 0, i = 1 . . .N. (10)

where, Di,x and Di,y are functions of ui, vi, ϵx, ϵy and fi. According to the definitions of them in
Eqs. (1)–(6), these functions are all analytic, smooth, and infinitely differentiable.

With the underlying differential equations established, as well as the overall system specifica-
tions (EFL, ENPD, FOV) and geometry (determined by the surface positions or surface distances
plus tilts), the ‘first time right’ calculation process is performed by solving the derived differential
Eqs. (9) and (10) in ascending orders sequentially.

(1) When j=k=l=m=0 for the zero-order case, we substitute Eqs. (7) and (8) into the
differential Eqs. (9) and (10). The initial values of this equation set are automatically
fulfilled as they are mathematically equivalent to the defined optical path of the chief ray
PM1 → PM2 . . .→ PM5.

(2) When o=j+k+l+m=1, we derive the first-order case for all (j,k,l,m) combinations given
Eqs. (9) and (10), which results in a set of nonlinear equations for the second-order
surface coefficients f̄i,st (s+t=2), the first-order mapping coefficients ūi,jklm (i + l = 1)
and v̄i,jklm (k + m = 1), the aberration coefficients (̄ϵx, 1,0,0,0, ϵ̄x, 0,0,1,0, ϵ̄y, 0,1,0,1, ϵ̄y, 0,0,0,1).
Setting the latter four aberrations coefficients to zero or minimizing them to calculate the
unknown surface coefficients f̄i,st and first-order mapping coefficients. Extra conditions for
the second order surface coefficients can be imposed if desired. We can solve them either
by using a user-defined non-linear solver or by making use of alternative matrix optics
tools [30].

(3) For each higher order o=j+k+l+m=2,3. . . , we can derive the exact linear relationship
among the surface, mapping and aberration coefficients for all corresponding indices
(i,j,k,l,m) of Eqs. (9) and (10), once the previous order has been solved. A full list of the
solved mapping and aberration coefficients (up to 5th order) are described in Supplement 1.
Each linear equation set of order o relates to the surface coefficients f̄i,st with s+t=o+1,
while the mapping coefficients ūI,jklm, v̄I,jklm and aberration coefficients ϵ̄x, jklm, ϵ̄y, jklmwith
j+k+l+m=o. Then we sort them in ascending order and get the liner equations by setting
unwanted aberration coefficients to zero or by minimizing a combination thereof as required
by the targeted specifications of the imaging freeform system. For each order, we apply
the elimination method for solving linear systems to eliminate the unknown mapping
coefficients and to obtain a reduced linear system that expresses the aberration coefficients
as linear functions of the unknown surface coefficients of that order.
Note that the resulting linear equation system can be either squared, overdetermined or
underdetermined. In all cases, we use the Moore-Penrose pseudoinverse (MATLAB’s
pinv function) to solve the linear equation set with a minimum-norm least-squares solution
for the respective surface coefficients. If the least-squares solution is not obtained
for an overdetermined linear system, we then define a basic set of weighting factors

https://doi.org/10.6084/m9.figshare.14571624


Research Article Vol. 29, No. 11 / 24 May 2021 / Optics Express 17233

WFjklm = (ENPD/2)j+k
(︂

FOV√
2

)︂ l+m
that is multiplied with the reduced linear equations of the

same index (j,k,l,m). The weighted least-squares solution [37] for the reduced linear system
then takes both the maximum entrance pupil diameter and largest FOV into account to
simultaneously minimize all properly weighted aberrations for each order, and to calculate
the corresponding surface and aberration coefficients. The calculated coefficients are now
substituted into the original linear system to calculate the remaining unknown mapping
coefficients of that order. Here, the weighted linear least-square solution is still exact and
different from thee commonly used weighting factors in optical system optimization.

When a specified order is reached (typically up to 6th surface order s+t), the set of surface
coefficients f̄i,st is obtained in a deterministic way that fully describe the N reflective optical
surfaces. In addition, the power series for the mapping and aberration functions enables a rapid
function-based analytic ray tracing evaluation by accurately substituting the calculated mapping
and aberration coefficients for all index combinations of j+k+l+m=1,2,3. . . up to the specified
solution order. If needed, even higher ray tracing precision can be achieved by increasing the
power series order.

In general, the deterministic ‘first time right’ calculation provides a quite good starting imaging
system. The metrics to evaluate imaging performance and manufacturability are immediately
available and given as introduced in the next section. All surfaces and system parameters can be
exported to commercial optical design software for fine-tuning and double-check. Meanwhile, our
built-in optimization tool (MATLAB’s FMINSEARCH with bound constraint) can continue to
improve the performance by varying the surface positions within certain ranges while minimizing
the merit function of several selected metrics.

2.3. Evaluation and optimization metrics

After we obtained all the mapping coefficients ūi,jklm, v̄i,jklm, surface coefficients f̄i,st as well
as aberration coefficients ϵ̄x, jklm, ϵ̄y, jklm from the ‘first time right’ calculation, the metrics are
essential for a thorough system evaluation and further optimization. Two kinds of metrics are
built, the feasibility metrics (smallest enclosed volume, obscuration and freeform departures
from BFS) and the image quality metrics (full-field RMS spot size and maximum distortion).

System layout and volume. The freeform surface sag in local coordinate is immediately
constructed by the given coefficients following Eq. (3a). Then, arbitrary points on the calculated
freeform surfaces along x- and y-direction are sampled to form 3D point clouds, which are all
converted to global coordinates, the conversion process is shown in the Supplement 1. We extract
the point clouds over the x=0 plane and plot it to generate the 2D layout.

To calculate the packaging volume, we trace considerable 4D rays covering the full FOV and
full entrance pupil, then the maximum and minimum values of all surfaces in global coordinates
are determined as Xmin, Xmax, Ymin, Ymax and Zmin, Zmax, respectively. The smallest enclosed
volume metric is defined as the volume of the minimum box that can put the erect system inside
with 5mm-margin (H × W × L) as seen in Fig. 3(a)

V3d = (Zmax − Zmin) × (Ymax − Ymin) × (Xmax − Xmin). (11)

Obscuration. Obscuration happens very frequently during the design of off-axis mirror
systems. Without intervention, an off-axis design is easily lost into impractical obscurations,
which can be a substantial bottleneck to overcome. We have defined an obscuration metric as
a penalty term for the merit function to address this problem [38]. The metric is universal to
multi-mirror systems, e.g. three- or four-mirror systems.

To quantify the obscuration automatically, the generated 2D layout is numbered into sequential
surface 1. . . N+2 and divided into different regions. One region is defined as two adjacent
real surfaces (in solid lines) as well as the virtual in-between boundaries (in dotted lines). For

https://doi.org/10.6084/m9.figshare.14571624
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Fig. 3. Analytic metrics for performance evaluation and optimization. (a) The enclosed
volume for packaging size. (b) The obscuration penalty metric is calculated as the sum of all
the overlaps.

example, five regions are shown in Fig. 3(b). When mechanical holders are needed for mounting
the optical components, margin zones with required values could be added to the clear aperture,
which avoids the obscuration from the assembly. One overlap segment is detected once a third
solid surface is intersected with a region, highlighted in orange lines. Traversing all the surfaces
in one region i, all the overlaps are summed up as the overlap (i). By traversing all the regions,
the obscuration metric is calculated as the sum of all the overlaps:

obscuration =
∑︂N−1

i=1
overlap(i). (12)

Freeform departure from best fitting sphere. Small freeform departures from besting fitting
sphere reduce the difficulty and cost in manufacturing freeform mirrors. Thus, we monitor and
optimize this value for each surface to ensure good manufacturability. As the surface sag function
is given, we obtain the best fitting sphere (BFS) radius ci by different algorithms, for example,
the Fast Sphere Fit by Sumith YD [39]. Subtracting the spherical part from the surface function
to obtain the freeform departure contour

∆fi(x, y) =
∑︂S

s=0

∑︂T

t=0
f̄i,stxsyt −

ci(x2 + y2)

1 +
√︂

1 − c2
i (x2 + y2)

, i = 1 . . .N. (13)

The maximum value among all freeform surface peak-valley (PV) departures is chosen as this
metric during the optimization process.

Root-mean-square spot size. Besides the system feasibility and manufacturability, the image
quality needs to be evaluated. The root-mean-square (RMS) spot size and wavefront error are
both comprehensive criteria that consider the superposition of primary and high-order aberrations.
In this work, we mainly use RMS spot sizes as the image sharpness criterion. The RMS spot
size is assessed over a full field of view based on a specified sampling strategy, such as cartesian
sampling and polar sampling [32].

From Eqs. (5)–(6), we obtain the radial aberration for arbitrary ray from a specified field H

ϵ(H) =

√︂
ϵ2x (px, py, H) + ϵ2y (px, py, H), with px

2 + py
2 ≤ 1. (14)

where, H represents one normalized field (hx, hy) according to the FOV definition:⎧⎪⎪⎨⎪⎪⎩
H : −1 ≤ hx ≤ 1,−1 ≤ hy ≤ 1, in rectangular FOV.

H : hx
2 + hy

2 ≤ 1, in circular FOV.
(15)
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We then perform the RMS calculation by traversing considerable rays in px and py by a polar
sampling strategy with arms na and rings nr:

RMS(H) =

√︃
1

nanr

(︂∑︂na

i=1

∑︂nr

j=1
ϵ2x (px,ij, py,ij, H) +

∑︂na

i=1

∑︂nr

j=1
ϵ2y (px,ij, py,ij, H)

)︂
. (16)

The RMS spot size metric is calculated as the average RMS value over the selected fields.
Weighting factors can be furthermore added to improve the image quality for specified fields if
needed.

Distortion. Distortion is an image aberration that does not affect the image sharpness but
causes image deformation. Current digital processing techniques provide good corrections, but in
optical design there are typically minimum requirements. Following Eqs. (4)–(6), the distortion
is calculated by the deviation of the chief ray (px = 0, py = 0) from the ideal image in percentage

DIST(H) =

√︂
ϵ2x (0, 0, H) + ϵ2y (0, 0, H)√︂

u2
ideal(H) + v2

ideal(H)

× 100%. (17)

As the distortion is a function of fields, the distortion metric value is defined as the maximum
distortion over the selected fields.

3. Results and discussion

Two freeform optical systems are designed using the proposed design framework. The first
example highlights the capability of our method in handling fast F-number and wide FOV
simultaneously that is typically lack in most four-mirror freeform imaging system designs.
Secondly, we introduce a new kind of freeform imaging designs with ‘double-pass surface’ that
provides huge potentials for super-compact, high-performing, cost-friendly imaging systems.

3.1. Four-mirror telescope design with fast f-number and wide FOV

Reflective imaging systems are well-known for their application in telescopes. One challenge
for telescope design is to reach a large FOV, thus most such systems have an FOV of less than
10 degrees [15,31,40,41]. As the FOV increases, astigmatism and field curvature become quite
difficult to correct. Another challenge is using a fast f-number that is typically required to
ensure high spatial resolution; however, an unobscured, fast telescope can bring large high-order
aberrations and lots of overlaps if the volume is also strictly constraint. Here, we identified a
reference design with very challenging specifications as listed in Table 1 [42].

Table 1. The specifications of first exemplary design

Specifications Parameters

Focal Length (mm) 250

Field of view (°) 25.5×8.5

F-number 2.5

Enclosed volume(mm) 70L

Wavelengths(µm) 0.5-5 (2µm)

RMS spot diameter (µm) < 18

Distortion < 4.5%

Telecentricity(°) < 1

To begin with, the proposed design method shows clear advantages for packaging issues,
since we can choose the five positions of initial planes to fulfill the physical size requirement.
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We casually selected five points as the vertices of four mirrors and the image plane in global
coordinate. To make the on-axis chief ray exactly go through these points, the tilt angle for each
surface is calculated. Thus, the layout is determined as shown in Fig. 4(a), which is a classic
zigzag four-reflection system. The focal lengths for x and y dimensions are identical as 250mm
with the aperture stop on M3. Variable stops on other mirror have been tried while M3 provides
the smallest size.

Fig. 4. The large FOV, fast four-mirror design example. (a) Global coordinate of initial
planes. (b) The cross-section 2D layout after a ‘first time right’ calculation. (c) Spot diagram
for nine selected fields with corresponding RMS radii values.

With all system specifications and surface positions known, we can derive two sets of
differential equations to fully describe the system parameters, as described in Eqs. (9) and (10).
The corresponding optical path lengths are determined by arbitrary points on mirrors (ui, νi, fi)
or on detector (u5, ν5, zD), according to Eqs. (7) and (8). Note that these points are in local
coordinate, we need to calculate the distances in global coordinates by multiplying a constant
conversion matrix as explained in Supplement 1. The subsequent calculation process to solve
these two differential equation sets is initiated as in Sec. 2.2. Here, more details for this design
are described.

(1) We evaluate Eqs. (9) and (10) for all j + k + l + m = 1 and i = 1 . . . 4, which results in
16 nonlinear equations with 24 unknowns. Setting the four first-order ray aberration
coefficients ϵ̄x, 1,0,0,0, ϵ̄x, 0,0,1,0, ϵ̄y, 0,1,0,0, ϵ̄y, 0,0,0,1 to zero leaves 12 mapping coefficients
ūi,1,0,0,0, ūi,0,0,1,0, v̄i,0,1,0,0, v̄i,0,0,0,1 (i = 2,3,4) and 8 second-order surface coefficients f i,st
(s + t = 2, i = 1 . . . 4) as unknowns. We further define four parameters ci,xy that allows
different second-order coefficients in x- and y-direction of the respective mirrors which are
used later for optimization, that is f i,0,2 = ci,xy. f i,2,0, and the values of ci,xy (i = 1 . . . 4)
have been set to 1 initially. Now, we can solve these 20 nonlinear equations with 20
unknowns using MATLAB function fsolve.

(2) For each higher order j+k+l+m=2,3. . . , we continue to derive the differential equations
sequentially, until the surface coefficients reach 6th order, and the mapping and aberration
coefficients have 5th order. These calculations result in 52 surface coefficients, 375 mapping
and 125 aberration coefficients. The whole list of the calculated mapping and aberration
coefficient terms is given in Supplement 1. Note that several of the mapping and aberration
coefficients are interdependent.

The result of this initial calculation is shown in Fig. 4(b). Here, the obscuration has been totally
removed by adjusting the mirror positions, and the following optimization process maintains the

https://doi.org/10.6084/m9.figshare.14571624
https://doi.org/10.6084/m9.figshare.14571624
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zero-obscuration condition. The corresponding RMS spot diagram of nine selected fields (three
equal-spacing fields in X: -4.25°, 0°, 4.25° and +Y: 0°, 6.375°, 12.75° given XZ-plane symmetry)
is shown in Fig. 4(c). As we can see, the RMS spot radius of on-axis field is already as small
as 13.23µm while the maximum field has an RMS spot radius of 306.05µm. The maximum
distortion (about 6.6%) and freeform PV departure (about 3343 µm) are not controlled in the
beginning. At this step, we have quickly reached a reasonable first layout with zero obscuration
while keeping an acceptable performance.

To further improve the imaging performance while keeping a feasible layout and moderate
manufacturability, the metrics of obscuration, distortion, full-field RMS spot sizes, maximum
freeform PV departure and smallest enclosed volume are added to the integrated merit function.
The maximum distortion is set to be less than 4.5%. The volume is bounded to be within 70L,
and the maximum telecentricity angle is desired to be lower than 1° to form a good uniform
illuminance. The maximum freeform departure is set to be within reasonable manufacturing
limits (PV < 500µm) [43]. The variables are the positions of all surface vertices, fluctuating
within certain ranges, e.g. ±10mm, as well as four second-order surface coefficients ci,xy.

After a 500-iteration optimization which takes less than five minutes, both the image quality
and the fabrication related metrics have been clearly improved. As seen in Fig. 5(a), the
cross-section 2D layout is not far away from the initial design with volume less than 70L, and the
maximum freeform PV departures is 254µm. Figure 5(b) shows the RMS spot radii has dropped
about 10 times with average value 16.9µm, particularly the central field has an RMS spot radius
of 1.07µm, far below the Airy Radius 6µm at central wavelength 2µm (black circles). Here, the
RMS spot results are evaluated from Zemax raytracing by importing the calculated coefficients
(no optimization) as it is more familiar to the optical design community, although the built-in
analytic raytracing gives quite similar results.

Fig. 5. Optimization results of four-mirror freeform telescope design with volume < 70L
(a) Cross-section 2D layout with peak-to-valley freeform departures (PV) from the base
sphere for each mirror. (b) Spot diagram for nine selected fields with corresponding RMS
radii values.

In circumstances where system volume is not strictly constraint, the imaging performance can
be further improved. As distortion is easier to be corrected by digital image processing technique
afterwards, this value could be loosened if otherwise the image quality must be compromised. We
have loosened the volume to 80L and maximum distortion to 6%. The same optimization settings
have been used, and the subsequential results are shown in Fig. 6(a) and 6(b). The image qualify
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in terms of spot diagram is enhanced from 16.9µm to 7.33µm. The freeform PV departures are
slightly worse but still less than 500 µm, achieving an excellent result in comparison with the
reference design’s 1053µm [42]. The telecentricity is lower than 1 degree for all selected fields.

Fig. 6. Subsequent optimized results with volume <80L (a) Cross-section layout with PV
freeform departures. (b) Spot diagram for nine selected fields with corresponding RMS radii
values.

As a summary, the design algorithm has shown excellent capability in achieving large FOV,
fast f-number telescope design with reduced input parameters. Anyone with basic optical design
knowledge should be able to perform the design. Note that, the above optimization process
is based on a multidimensional unconstrained nonlinear minimization method (Nelder-Mead
direct search method in MATLAB fminsearch). Any other suitable optimizer or a commercial
software with built-in advanced optimizer can be used to perform this optimization task, e.g.
Zemax or code V. Regarding this design, we performed further optimization in Zemax, and a
diffraction-limited performance is possible while the freeform PV departure, telecentricity and
volume size are not constraint.

3.2. Two-freeform, three-mirror, four-reflection design

In spite of faster F-numbers and larger FOVs, freeform four-mirror designs bring in extra
complexity to both mirror fabrication and system assembly compared to its three-mirror
counterpart designs. As a promising alternative, we have investigated a new type of multi-
reflection mirror systems where at least one of the mirrors is passed twice in the ray path
with desired overlap (not mutually centered to provide more flexible designs). This general idea
was proposed over forty years ago by Dave Shafer [44] and we have implemented it in our design
framework, which is the first time among current direct design methods to our knowledge. It is
important to distinguish this concept from designs where two mirrors share the same substrate
without desired overlap in their footprints [45].

Recently, we noticed that curved image sensor has been used in a three-freeform-mirror design
(TFM) to greatly improve the imaging performance [40]. Both Legendre and Zernike polynomial
surface expressions have been explored with the design specifications listed in Table 2. It is
well-known that curved sensors can compensate field curvature to ensure a sharp image [46–48],
but it can be a double-edged sword since they are still costly and not widely fabricated. Here, we
demonstrate that the proposed method can offer a new class of freeform designs with ‘double-pass
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surface’ strategy, which not only maintains a comparable image quality but also keeps a flat
sensor for the challenging specifications.

Table 2. The specifications of second exemplary design

Specifications Parameters

Focal Length (mm) 250

Field of view (°) 7.2×7.2

F-number 2.5

Wavelengths(µm) Visible (0.587µm)

RMS spot size (µm) a < 5

Distortion < 1.33%

aThe results were achieved by using a toroidal sensor. If a flat sensor
is used, the design has a much larger RMS spot radius (typically >20
µm).

Regarding the four-reflection cases, there are three possibilities to generate the “double-pass
surface”, respectively M1/3, M1/4 and M2/4. Several showcases of each type have been
calculated by the proposed method, as seen in Fig. 7. It is worthy to point out Fig. 7(a) shows a
fabrication-friendly design by using only two surfaces (one freeform and one spherical). We
select these ones for their high feasibility in mirror/detector positioning and potential good
image quality. From a general impression of playing with this new class, M1/M3 option has the
largest amount of reasonable designs, while M1/4 ones are typically quite large and bizarre and
M2/4 ones have narrow space for detector. Note that, this statement might be not suitable for
undiscovered special cases. To further ease the fabrication, we always define the “double-pass
surface” as a spherical surface.

Fig. 7. The proposed freeform optical design method unlocks a new class of three-mirror,
four-reflection freeform systems with three different ‘double-pass surface’ options. (a)-(c)
M1/M3. (d) M1/M4. (e)-(f) M2/M4. Note all the layouts are based on real raytracing with
the design parameters for visualization: focal length 250mm, F/2.5, FOV 7.2°×7.2°.
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Among all, one M2/M4 case shows the highest potentials for compactness and image quality.
We select this one to continue the design following the specifications in Table 2. To start the
design process, the input parameters should be defined to initialize an original geometry, the
second option of surface distances plus tilts is used. Details on the coordinate conversions are in
Supplement 1. As the process has been introduced in previous sections, here we only emphasize
the altered implementations to address the double-pass strategy.

(1) We evaluate the first order equations that result in a nonlinear system of 16 non-vanishing
equations. Setting the four first-order ray aberration coefficients to zero leaves 12 mapping
coefficients and 4 second-order surface coefficients as unknowns, that is fi,2,0, fi,0,2 (i = 1, 3),
whereas the base curvature f2,0,2 = f2,2,0 at the joint mirror is one extra pre-defined parameter
like the surface distances/tilts which could be optimized later. The nonlinear system is
thereon ready to be solved.

(2) We calculate the surface coefficients up to 6th order for the surfaces and up to 8th order for
the mapping and aberration coefficients while keeping the joint mirror strictly spherical.

With the surface positions and the altered implementations known, we perform the “first time
right” calculation and the built-in optimization process. The selected metrics are the smallest
RMS spot radii for nine fields, zero distortion, maximum distortion < 2%, volume < 24L and
freeform PV departures < 500µm. This optimization allows the predefined surface positions
and the spherical surface M2/M4 radius to change within a certain range. After 100-iteration
optimization (about 76 seconds), the cross-section 2D layout is shown in Fig. 8(a), with a volume
of 23.7L and two freeform PV departures 427µm and 278µm respectively. The spot diagram in
Fig. 8(b) shows a moderate-corrected system, where the maximum RMS spot radius is 9.5 µm
and the minimum RMS spot radius is 1.9 µm. Here, we noticed that the on-axis field is much
better corrected than other fields, like in most of our designs. Given that the “first time right”
calculation puts many priorities on spherical and comatic aberration corrections despite their
orders, and the optimizer is also based on this setting, therefore on-axis field usually has a much
better performance than others.

To verify the calculated design and realize a more balanced image quality, we exported all
three surfaces into Zemax, and a further optimization is performed to tweak the design. We used
the default merit function: RMS spot x+y referring to chief ray, pupil integration over 16 rings
and 12 arms. DIMX is added to control distortion over different fields, as well as the maximum
aspheric sag to allow PV departures from BFS less than 500 µm. The working f-number (WFNO)
is set to be 2.5 and the entrance pupil 100 mm ensure an effective focal length of 250 mm. All
surface positions are frozen to keep the zero-obscuration layout, only the coefficients of the two
freeform surfaces plus the one spherical radius are set as variables. After about five-minute
optimization, the merit function value stopped decreasing. The final 2D layout of the system
with a volume of 25.3L is shown in Fig. 9(a), where the freeform PV deviations of M1 and M3
are slightly decreased to 419µm and 230µm induced by increased optical powers and larger sizes.
Note that the freeform departure contours are similar to those generated by the “first time right”
result in Fig. 8(a), implying the capability of the proposed method in finding an excellent initial
solution. The imaging performance in terms of RMS spot radii is shown in Fig. 9(b), where the
maximum RMS spot radius is 4.7µm and minimum RMS spot radius is 2.7µm. Distortion seems
to be difficult to be further corrected without compromising the image quality. As the location of
stop is only feasible on M1 and M3, thus the configuration has lost certain symmetry over the
stop, which causes a slightly worse distortion (2%) correction in comparison to the reference
three-mirror system [40] (1.33%). However, the distortion is still negligible or easily corrected
by using digital processing, thus we consider it as a reasonable value.

Critical metrics are compared with the reference designs [40], in terms of volume, RMS spot
size, distortion, freeform PV departure and sensor shapes as summarized in Table 3. Since the

https://doi.org/10.6084/m9.figshare.14571624
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Fig. 8. Optimization results of the two-freeform, three-mirror four-reflection design with
volume < 24L. (a) Cross-section 2D layout with 23.7L volume and the peak-to-valley
freeform departures (PV) of M1 and M3 from the best fitting sphere (BFS) 427µm and
278µm respectively. (b) Spot diagram for nine selected fields with corresponding RMS radii
values.

Fig. 9. Subsequent optimized results in Zemax with fixed surface positions and various
weights for fields. (a) Cross-section 2D layout with 25.3L volume and the PV freeform
departures of M1 and M3. (b) Balanced spot diagram for nine selected fields with
corresponding RMS radii values
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focal length, FOV, F# and the wavelengths are the same as in Table 2, so these values are not
listed. The volume is reduced by almost 50%. As for feasibility, we use two freeform mirrors in
comparison to three freeform mirrors as in the counterpart designs, while the maximum freeform
PV departure value is about 60% less, demonstrating a potential lower cost on the component
fabrication and alignment. Besides, we use a flat image plane while the reference designs have a
toroid CMOS sensor to compensate for field curvature. As for image quality, the average spot
radii for nine selected fields indicates an equal performance, and the distortion is slightly worse
which is insignificant and can be corrected by digital processing if needed.

Table 3. The comparison of image quality and manufacturability

Specifications Ref. Design 1 [40] Ref. Design 2 [40] Our design

Surface type Legendre Zernike XY polynomial

Volume (liter) 49.1 47.2 25.3

RMS spot radius (µm)
Max 1.4 5.8 2.7

Min 5.9 9.1 4.7

Mean 3.7 7.7 < 3.7

Distortion < 1.33% < 1.38% 2%

Freeform PV departure from BFS (µm)
M1:105.5 M1:128.1 M1: 419

M2:1098.9 M2:1053.4 M2: spherical

M3:354.9 M3:298.2 M3: 230

Sensor Shape Toroid Toroid Flat

As a short summary, the established two-freeform, three-mirror, four-reflection designs have
been proven to be high-performing and super compact, opening up a largely extended design
space to explore and seek competitive solutions for existing multi-reflection designs. However, it
is important to distinguish our ‘double-pass’ design cases from the well-known Offner designs in
literature where two individual mirrors share separate parts (no overlap) of a joint substrate [49].

4. Conclusions

In this work, we presented a freeform optical design framework based on generalized differentiable
ray tracing and simultaneous multi-surface “first-time right” analytic calculations. Consequently,
the proposed method is beneficial for both novice and experienced optical designers as it requires
only basic optical design knowledge. Particularly, the optimizer in this work is just a basic tool,
and any other more advanced optimization algorithms can be used on top of the generalized
ray tracing strategy and “first time right” calculations. We demonstrated the capabilities of our
method on two challenging design problems. Firstly, we designed a wide FOV (8.5° × 25.5°),
fast f-number (F2.5) telescope with four freeform mirrors. With the established metrics such
as enclosed volume, obscuration, freeform PV departures to indicate feasibility as well as the
RMS spot radius, distortion to represent image quality, we gained very flexible control over the
optimization process, and achieved high performance. In the second design, we unlocked a new
series of freeform imaging systems with “double-pass surface” strategy, which provides many
more design degrees of freedom to fold optical path without increasing the component number.
When compared with corresponding three-freeform-mirror imaging designs, our design shows
comparable image quality with a more compact volume (reduced by 50%), a highly cost-friendly
consideration with smaller freeform PV departure (60% less) and less freeform components.

Without loss of generality, our “first time right” method can be applied to imaging system
designs with a flexible number of mirrors and/or lenses. Compared to the time-consuming,
intensive optimization-based methods as in commercial optical design software, the freeform
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surface coefficients are analytically calculated in our method, and each calculation can give
a “first time right” design within the solution space of the given system geometry. Thus, the
optimization process is only used for searching a better system geometry, e.g. surface positions
and tilts, not for optimizing the freeform surface coefficients. Its core strength lies in the rapid
generation of initial design solutions with already significantly improved imaging performance
while requiring a largely reduced input parameter space. Note that one single “first time right”
calculation takes only dozens of milliseconds, it is very fast to automatically generate large
quantities of feasible starting designs for screening, therefore it can be performed as a global
searching method. In general, a feasible design takes about five minutes, including a 500-loop
optimization to find a local minimum from varying the input parameters for “first time right”
calculations and subsequently evaluating the selected metrics. Due to the rapid speed, it is
possible to investigate numerous starting geometries in a short time with the provided metrics
to find the optimal geometry for different mirror systems. Furthermore, with reduced input
parameter space and the deterministic output, the proposed framework is suitable for optical
designers in all experience levels who are interested in exploring new layouts and design solutions.

As such, the presented design framework has the full potential to provide a thorough and fast
solution space search for a wide range of applications. Throughout the development of these two
examples, we have evaluated various geometries and found that the initial geometry played a very
critical role in achieving an optimal off-axis freeform imaging system. Future work will include
applying more advanced optimization algorithms to enable a further automated global search.
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