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Can we trust Al not to further embed racial bias and prejudice?

HEALTH

Al-Driven Dermatology Could Leave Dark-Skinned Patients
Behind

Machine learning has the potential to save thousands of people from skin cancer each year—while putting
others at greater risk.
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Deep-learning algorithms suffer from a fundamental problem: They can adopt unwanted biases from the data on which
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A call for open science

“Open Science is the practice of science in such a way that
others can collaborate and contribute, where research
data, lab notes and other research processes are freely
available, under terms that enable reuse, redistribution

and reproduction of the research and its underlying data

and methods"

1. FOSTER (2018 ) Open Science Training Handbook . [Online]. Available at:
https.//www.fosteropenscience.eu/content/open-science-training-handbook
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Accessibility, Availability, Transparency and Reusability
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Open science tools
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Conclusion

e Open science can be a strong ally to assist in moving towards fairness in Al for
healthcare.

e Future research needs to focus on developing standards for Al in healthcare
that enable transparency and data sharing, while at the same time preserve
patients’ privacy.



Thanks for listening!
Questions?
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