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Abstract:  The  electricity  load  forecasting  is  an 
important activity in power grid which becomes a critical 
one  in  condition of  growing demands,  the presence  of 
renewable  energy  sources  and  electricity  market.  This 
entails a question of an adequate electricity load model 
for forecasts generation. In this work the attention is on 
the generalized additive model,  GAM, the configurable 
modelling framework, available in R environment, which 
is  suitable  for  developing  various  tools  for  analysis, 
simulation and prediction. The recent results confirmed 
its potential  and applicability for actual  load prediction 
problems.
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I. Introduction

The power grid is the most complex man-made system 
which  serves  more  than  five  billion people around the 
globe [1]. All in order to timely deliver the electricity to 
consumers. In the absence of the electricity storage on a 
large scale, the energy has to be generated and delivered 
as it is consumed. Thus, the most of the effort in manag-
ing power grid is about balancing the supply and demand 
as discrepancy between those two could cause the grid in-
stability and unreliability. Consequently, the prediction of 
the electricity load is one of the most important activities 
in the power system. The prediction of electricity load is 
about recognizing and identifying the factors  that drive 
the  electricity,  deduced  from  the  past  load  behavior. 
Then, identified patterns are used to forecast the load ex-
pectations. This is the task for load prediction model.

The history of load prediction is over a century long. 
When lighting was the only electricity consumer, it was 
enough  to  estimate  the  rise  of  consumption  in  the 
evening, by counting the number of the installed bulbs. 
With the involvement of various electric appliances, the 
overall  consumption exhibited the characteristic weekly 
and daily patterns, reflecting the consumers’ habits of ap-
pliance usage. The prediction was based on the identified 
load patterns. With the further involvement of the heat-
ing/cooling  systems  into  the  grid,  the  electricity  con-
sumption became sensitive to meteorological factors. So 
the weather variables, such as temperature, wind, humid-
ity, etc. were included into the model. In today’s complex 
power system, present on electricity market,  some eco-
nomic and socio-demographic indices are, also incorpo-
rated into the model.

In the pre-PC era, all load prediction was made manu-
ally,  using charts  and  tables.  The first  computationally 

supported load models are based on traditional statistical 
approaches  like  classical  multiple  linear  regression  or 
various time-series  models  [2].  Due to their simplicity, 
they are, still, widely used in practice, for load forecast-
ing functionality, typically on a system or regional level. 
The  new  approaches  are  based  on  Machine  Learning 
(ML) and Artificial Intelligence (AI) techniques,  [3] [4] 
[5]. Their general advantage over the models of the previ-
ous generation is in increased ability to handle the nonlin-
earities in load, providing better accuracy.

In Smart Grid Era,  the efficient  grid management is 
based on ability to predict the load on more local level of 
aggregation, e.g. cities, neighborhoods, homes, etc. The 
renewable energy sources and changes in a way how the 
energy  is  consumed set  new challenges  in  keeping  the 
system reliable. Such trend changes the standard specifi-
cation of load model. Not only the accuracy is critical, 
but,  also,  its  fastness,  robustness,  adaptability.  Most  of 
the  previously  established  models  are  developed  under 
stable load conditions and customized to a particular part 
of  the  system.  Although simple  for  implementation  or 
successful in capturing the nonlinearities, they have some 
limitations in adapting to data, either because they need 
human expertise as in ARIMA models, or are computa-
tionally expensive as e.g. deep neural networks [6].

As  a  compromise,  the  generalized  additive  model, 
GAM, offers flexible and configurable framework for de-
veloping the load prediction model.It is useful extension 
of linear model, able to capture complex non-linear rela-
tionships,  still  retaining  the  simple  estimation  proced-
ure.Because of its favorable properties it is suitable, both, 
for simulation and forecasting.

II. GAM in R environment

The  generalized  additive  model,  GAM,  has  been 
introduced by Hastie and Tibshirani in  [7] [8], followed 
by  several  important  publications  concerned  with  the 
supporting  mathematical  foundations  and  its 
computational  improvements,  e.g.  as  in  [9] [10]. 
However, for practitioners the recommended reading is a 
book by Simon Wood,  Generalized Additive Models: An 
Introduction  with  R  that  offers  some  useful  hints  for 
GAM  implementation.  The  GAM  is  a  statistical 
framework that, generally, covers a wide range of model 
structures with some common properties:

1) Additivity, as the response variable that can be from 
the broad range of distribution is obtained as a summa-
tion of individual effects, represented with one or
more terms.
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Table 1: Overview of the most important R packages for GAM model development

2) The model terms are smooth functions of a single or 
more  variables  and  can  be,  either,  linear  or  nonlinear, 
mostly represented with the splines. (The splines are typi-
cal GAM model building blocks. However, the GAM in-
herited, also, all types of terms from linear model.)

3)  All  model  terms  could  be  estimated  simultaneously 
and in prediction, their individual contributions are sim-
ply summed up. In this regard, some recent developments 
of the GAM fitting methods, represented in  [9] [10] en-
ables its use for exploring very large data sets.

All tools for splines and variable selection, model fit-
ting and validation as well as visualization needed for de-
veloping GAM model are available in R. Taxonomy of 
mostly used R packages for GAM, with the short descrip-
tion and references is given in Table 1. The list is by no 
means complete, as there are many other GAM-specific 
and common tools that support GAM development in R.

III. GAM Electricity Load Prediction

The GAM applicability to electrical load forecasting 
problem  at  the  different  network  aggregation  levels  is 
confirmed in several publications. The good forecasting 
accuracy (about 1% MAPE error) for French load at the 
national level is reported in [21]. In addition, the French 
energy company  Electricite de France, EDF, has imple-
mented a GAM-based day-ahead load forecasting func-
tionality, on a system level [9]. The improvement for on-

line forecasting based on GAM is documented in [22].On 
the regional level, GAM performances were evaluated on 
data from National Electricity Market of Australia  [23] 
and US utility company [24]. In [25] its application to the 
load  forecasting  at  the  substation  level  in  France  is 
shown. The flexibility of GAM model applicability to the 
load prediction problem is illustrated in the paper [26]. A 
platform  for  massive-scale  load  simulation  in  Smart 
Grids, starting from the individual households, over low- 
to medium-voltage network, up to the national level, is 
presented in this work. Three different scenarios covering 
the  cases  of  network  dynamic  reconfigurations,  abrupt 
and  gradual  changes  in  consumers’ behaviour,  and  in-
creasing capacity of distributed renewable energy sources 
is  performed using GAM. Regarding the model,  it  has 
been shown that GAM is capable to simulate all aggreg-
ated loads for over 70 individual households.

A. GAM Load Prediction Model: A Toy Example

A simple GAM structure that implements basic load 
effects  is  used  to  demonstrate  the  GAM  handily 
implementation in R. The load could be decomposed into 
the components on different temporal  scales,  related to 
the  annual,  weekly  and  daily  cycles.  Then  one  could 
suppose  that  in  each  instance  in  day,  the  load  is  a 
summation of  the weekly and yearly effects,  described 
with the spline  s(week) and  s(year), respectively. 
The  variable  week  is  defined  for  each  day  in  week, 
while year is for day in the year. Also, the weekly and 

Package Description Reference

mgcv
Package for GAM model fitting, applicable for family of response distribution. The fitting is based on 
quadratically penalized likelihood type approach, (PIRLS).Several procedures for regulation of the model 
terms smoothness are available (GCV/UBRE/AIC/REML).The methods for variable selection, embedded 
into the fitting procedure are available

[20]

gam

Package for GAM model fitting, based on back-fitting algorithm that combines different smoothing and 
fitting methods. (Original GAM fitting version) [7]

GAMboost
Package for fitting the GAM model by likelihood based boosting. It is recommended for models 
with a large number of terms. The procedure implements the mechanism for variable selection. [11]

Gamlss
Package for GAM model development with the extension for Location, Scale and Shape (GAMLSS).It 
enables modeling all parameters of the response distribution via additive functions of the covariates. [12]

SpAM
Sparse Additive Model  for sparse estimator that  simultaneously enforces smoothness of each term and 
sparsity across components. [13]

COSSO
Component Selection Shrinkage Operator is a package for GAM variable selection. It imposes the lasso-
type penalty term for constraining the sum of terms’ norms and excludes them from the model through the 
optimization procedure. 

[14]

CASA Component Automatic Selection in Additive models variable selection method [15] [16]

gamsel
Generalized Additive Model Selection  uses penalized likelihood approach for fitting sparse generalized 
additive models in high dimension. The variable selection is embedded into the estimation procedure. [17]

gratia
Improved  ggplot-based graphics and functions for visualization, adapted to the GAMs fitted using the 
mgcv package. 

[18]

mgcViz
Advanced GAM visualization tool that enables interactive use, GAM additive structure exploitation, scale 
to large data sets that can be used in conjunction with a wide range of response distributions.

[19]
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annual cycles interacts, as weekly pattern changes during 
the  year,  that  could  be  described  with  the multivariate 
spline  ti(week, year), representing only variation 
in weekly pattern due to year changes. The temperature 
impact on the load level is incorporated into the model 
and  this  nonlinearity  is  modelled  with  the  spline 
s(temperature). Based on these assumptions, the 
load GAM model structure is  defined with the sum of 
identified load components. 

For testing the above model, a data set with the hourly 
loads  and  daily  temperatures  for  two  years,  collected 
from the site [27] was used. The separate model for each 
hour in day was fitted by using  gam function from the 
mgcv package for one year sample of data. We used the 
penalized regression splines, with the control knots, 7 for 
week (daily knots), 12 for year (monthly knots) and 10 
for temperature. For fitting and smoothing methods, the 
PIRLS/REML was chosen, (see mgcv).

Each  package  for  GAM  fitting  has  the  standard 
statistical tools for model validation, residual checking, 
partial  residual  checking,  etc.  (In  mgcv,  typicaly, 
function  summary,  residuals,  gam.check, 
qq.gam are used for preliminary model checking). The 
specificity of GAM is that it, also, provides the results for 
each individual effect that could be observed separately. 
The draw function from the gratia package was used 
to visualize the results of fitting. The weekly, yearly and 
temperature-based smooths, for one non-working and one 
working  hour,  learned  from  the  data,  are  shown  in 
Figures 1 and 2, respectively.

Figure 1: The load effects for the 1.h of the day

Figure 2: The load effects for the 14.h of the day

Some useful conclusions related to the differences in 
the weekly and yearly cycles,  as well  as response to a 

temperature,  for  different  hours  in  the  day  could  be 
drawn!

Based on the previously trained model and new values 
for temperature, the mgcv function predict produces 
the  load  predictions.  The  result  for  each  hourly  GAM 
model  is  combined  for  obtaining  the  whole  day  load 
prediction.  For  randomly  chosen  day,  not  included  in 
model training, the results of prediction are represented in 
the Figure 3. The blue line is for predicted values and red 
for real one. The MAPE error for this day is 2.2%.

Figure 3: The results of prediction for one day

A stepping forward is in adding more assumption on 
the load model, which would improve the basic one. The 
terms  for  the  load from the  previous  days,  weeks,  the 
temperature  from  the  previous  days,  the  other 
meteorological  variables  (humidity,  wind, cloud cover), 
as  well  as economic parameters,  could be incorporated 
into the model. To prevent the model overfitting, some of 
the variable selection procedure,  listed in  a  Table 1,  is 
available.

IV. Conclusion

The generalized additive model, GAM, and supporting 
resources  for  its  development  in  R  environment  have 
been briefly overviewed. We are primary motivated by its 
potential  to  resolve  the  important  actual  problem  of 
electricity load prediction. However,  being flexible and 
easy to implement and interpret, providing high accuracy 
in  prediction  and  free-software-based  it  is 
recommendable for wider application.
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