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Data scientist at

The AI Observability company. We created and maintain whylogs, an 
open-source data logging library that uses statistical profiling for an efficient 
logging solution that scales and works in real-time.

Research scientist at 

At University of Washington. Run academic hackweeks and summer Data 
Science for Social Good. Research on evaluation metrics and interpretability.

Prior, software engineer at                   , research at
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My varied experiences have informed these views
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Many ML and data science resources use static datasets
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But many realistic datasets and metrics change over time
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In deployed systems, the static approach leads to
periodic dataset patches and model retrainings 
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But we should be logging and storing our data in a dynamic way
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That’s why we’ve open-sourced our library, whylogs
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Let’s start a conversation about 
time-batched data and other skills that 
are missing from data science learning 
pathways.
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No more ignoring the deployment stage of the pipeline in data 
science training and tools
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No more doing model evaluation that doesn’t account for the 
timing and realities of data arrival

Progressive validation
& Delayed progressive 
validation
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All data scientists need skills on time-batched data

14 of 40 of the 
most voted 
Kaggle datasets 
include date or 
time index 
column.
(As of May 4, 2021)
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All data scientists need skills on time-batched data
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The impact that industrial ML and data science has on the world
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Logging your data with a few lines of code
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Explore trends in a few lines of code
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Approximate statistics that are storage, computation, and data 
analysis friendly

Dataset Size No. of 
Entries

No. of 
Features

Est. Memory 
Consumption

Output Size 
(uncompressed)

Lending Club 1.6GB 2.2M 151 14MB 7.4MB

NYC Tickets 1.9GB 10.8M 43 14MB 2.3MB

Pain pills in the USA 75GB 178M 42 15MB 2MB
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