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Introduction

e Natural Language Processing (NLP) heavily relies
on annotated datasets called Language Resources (LRs)

e “Everyone wants to do the model work, not the data work.”
(Sambasivan et al,, 2021)

® Crowdsourcing is an efficient approach for large-scale
knowledge acquisition and data annotation

® Today we will learn how to use it!

Core Idea: Trust, but Verify

We can efficiently build and evaluate datasets for NLP using
Crowdsourcing.
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Language Resources and NLP

Do we really need LRs for NLP?
=+ Any supervised task requires class labels
=4 Every machine learning method requires evaluation
=+ Every (new) dataset requires quality assessment
= More and more methods are trying not to rely on annotated data
= Available datasets can be reused

How can we produce LRs for NLP?
® Semi-supervised (or unsupervised) learning
e Expert annotators (assessors)
e Crowdsourcing
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Crowdsourcing for NLP

Language Resource Construction

® Knowledge Base and Thesaurus (Wikipedia and Wiktionary)

e Word Sense Inventory (Biemann, 2013)

® Question Answering (Rajpurkar et al,, 2018)

e Speech Corpus Acquisition (Ardila et al,, 2020)
Language Resource Annotation

® Word Sense Disambiguation (Snow et al,, 2008)

e Named Entity Recognition (Finin et al,, 2010)

e Part-of-Speech Tagging (Bocharov et al, 2013)
Language Resource Evaluation

e Search Relevance (Alonso et al, 2008)

® Machine Translation (Callison-Burch, 2009)

e Topic Modeling (Chang et al, 2009)
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What is Crowdsourcing?

Definition by Estellés-Arolas et al. (2012)

Crowdsourcing is a type of participative online activity in which
the requester proposes to a group of individuals ... the voluntary
undertaking of a task.

Main components (Hosseini et al,, 2014):
e Crowd
® Task
® Requester
e Platform

Source: Merrill (2014)
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Crowdsourcing Genres

Wisdom of the Crowds (WotC)
e Wikipedia and Wiktionary
® Genius (former Rap Genius)
® Open Source Software

Microtasks (uT)
® Mechanical Turk
e reCAPTCHA
e Common Voice

Games with a Purpose (GWAPs) Source: Simone_ph (2017)
e ESP Game
® Phrase Detectives
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Section 2

Wisdom of the Crowds
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Wisdom of the Crowds (Wot(C)

WotC deployments allow members of the general public to collaborate to
build a public resource, or to predict event outcomes, or to estimate
difficult-to-guess quantities (Wang et al,, 2013a).

Crowd Volunteers (usually driven by altruism)
Task Content generation, etc.
Requester A non-commercial organization (but not necessarily)
Platform Collaborative editing tool

Examples: Wikipedia, Wiktionary, OpenStreetMap, Fandom (ex-Wikia), Open
Source Software, etc.

Knowledge gathered by the WotC is later used in various applications:
DBpedia (Auer et al, 2007), BabelNet (Navigli et al, 2012),
Sense and Frame Induction (Ustalov et al, 2019), etc.
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Example: Wikipedia

& Notlogged in Talk Contributions Create account Log in

Article  Talk Read Edit View history | Search Wikipedia Q

WIKIPEDIA Graph theory

The Free Encyclopedia From Wikipedia, the free encyclopedia

Main page This article is about sets of vertices connected by edges. For graphs of mathematical functions, see Graph of

Contents a function. For other uses, see Graph (disambiguation).

Featured content In mathematics, graph theory is the study of graphs, which are

Current events

PEneD mathematical structures used to model pairwise relations between G

Donate to Wikipedia objects. A graph in this context is made up of vertices (also called nodes e

Wikipedia store or points) which are connected by edges (also called links or lines). A e o
distinction is made between undirected graphs, where edges link two ‘

inferaction vertices symmetrically, and directed graphs, where edges link two e

GELD vertices asymmetrically; see Graph (discrete mathematics) for more e

About Wikipedia
Community portal
Recent changes

detailed definitions and for other variations in the types of graph that are A drawing of a graph. &
commonly considered. Graphs are one of the prime objects of study in

Contact page discrete mathematics.

Tools Refer to the glossary of graph theory for basic definitions in graph theory.
What links here Contents [hide]

Related changes I

Upload file Bl

Special pages 1.1 Graph

Permanent link 1.2 Directed graph

Page information 2 Applications

Wikidata item 2.1 Computer science

Source: https://en.wikipedia.org/wiki/Graph_theory
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Example: Wiktionary

:/ P) g} & Notlogged in Talk Contributions Preferences Create account Log in
A ip (J: Entry Discussion = Citations Read = Edit History | Search Wiktionary Q
# %V Xitten
Wiktionary _
The free dictionary See also: Kitten
Contents [show]
Main Page
Community portal .
Preferences English [edit]
Requested entries
Recent changes Etymology |edit]
Random entry . § § .
Help From Middle English kitoun, kiton, kyton (“kitten”), diminutive of cat
Glossary (“cat”), equivalent to cat + -en. The first element is probably from Middle
Donations English kiteling (*kitten, kit"), Old Norse ketlingr (“Kitten®), or possibly
Contact us Anglo-Norman *kiton or Old French chiton, diminutive of cat, chat (“cat”),
. from Late Latin cattus. Compare Low German kitten (“kitten”). More at
— kitling, cat, and -en.
What links here Akitten. &
(EEEEEED Pronunciation |[edit]
Upload file
Special pages « (Received Pronunciation) IPAKeY): /'kitan/
Permanent link « Audio (RP) B> 000  «flll| MENU

Page information

« (General American) IPAKeY): ['k1.Pn]
Cite this page -

« Audio (GA) B 000 «flll| MENU

Visibility « Rhymes: -1tan

Show translations

* Hyphenation: kit-ten
Show conjugation

Source: https://en.wiktionary.org/wiki/kitten
and Alves Gaspar (2005)
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Example: Yet Another RussNet (YARN)
YARN  PenakTop cuHceToB foroen | Bupamscroeo

CHHOHMMBI Ckpbigars npuMeps! CuHceTbl

TyM6a, TyMBOuKa MMonCraska (TOACTaBKM) AR NHCbMEHH,

Hu3kuii cronbuk y Tporyapa win aoporn. + @

i i il UTb CUHCET
Merannuseckuii cront ¢ rpuBosugHoii @ © [lobas#b CuHce:

FONOBKO/t A1 KpeNeHUs CyAoB

npwiana. v 1yMéa &

Kpyrmoe aepessnHoe coopywete mia  + @ Onpepenenus:

Hakneiik agmuw, oBLABREHHA 1. Moacraska (N0ACTaBKY) ANS NUCLMEHHOTO CTONA,
; TyaneTa u T. . B BUAE HEBbICOKOT WKaguMKa. X

Mogcragka ans sero-n6o & suge +o ~

cronbuea

Mocraska (noAcTaBku) 41s MucemenHoro + @ Tipumep(u) ynorpeGnens:

CTOna, TYATETa M T 1.  BUIE HeBCOKOTD [loGaBHrs npHviep ynoTpeGens: © Ceoii @ HKPA ©
uKaguKe, OpenCorpora
> uokomb » Tymbouka & x|~

© flo6agHTb CHHOHMM .
TnasHoe onpegenenwe: /i 4

MpeameTHan o6nacts:

Mebenb v

© YARN, 2012-2019

Source: Braslavski et al. (2014)
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Quality Control in WotC

Quality Issues:
e Unwanted contributions
e Edit wars
® Misinformation

Excerpt from Halfaker et al. (2013)

Rejection of unwanted contributions is Wikipedia’s primary quality control
mechanism (Stvilia et al, 2008).

Means for quality control:
® Focusing community effort through content-based quality control
e Malicious contributions reversion using edit patrolling
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Content-based Quality Control

® |s the Wikipedia page in the
screenshot good?

® Yes, because it has text, images,
links, sections, etc.

® They are good indicators of a
high-quality, featured, article

e We can automate quality
assessment using supervised
learning!

e What if we consider every article
with 2K+ words as good?

. . Source: Wikipedia (2019
¥ Accuracy in the binary pedia (2019)

classification task will be
96.31% (Blumenstock, 2008)
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Content-based Quality Control: Features

° Informative features are page Edit quality: Ounknown Ogood (Oneeds review @ damaging
edits and discussions (Wilkinson
et al, 2007), article length

(Blumenstock, 2008), OOO'\
j i i 0005 S PR
concentration of editors (Kittur 998 O% OOO%%OO LT

The Internet O O

et al,, 2008), readability scores RS0 oo @000 t &
’ ’ 00552600 v ol
(Wang et al, 2019), etc. ° OO@O% 00000 " s

e Same principles apply to other
collaborative projects, such as Source: Halfaker (2015)
Wiktionary (Ustalov, 2014)

ORES (Objective Revision Evaluation System) by Halfaker et al. (2020) uses
gradient boosting to predict damaging page revisions.
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Content-based Quality Control: Example

Recent changes options

Show last 50 | 100 | 250 | 500 changes in last 1| 3 | 7| 14 | 30 days Legend: [Collapse]
Hide minor edits | Show bots | Hide anonymous users | Hide registered users | Hide my edits |~ r  ORES predicts that this change may be damaging and should be reviewed
" N This edit crealed a new page (also see list of new pages)
Hide good edits m This is a minor edit
Show new changes starting from 02:40, 20 February 2016 b This edit was performed by a bot
(£123) The page size changed by this number of byles

Namespace: | all v Invert selection Associated namespace
Tag filter: Show

19 February 2016
« (User creation log); 23:21 . . User account FlorianSW (talk | contribs) was created
« (User creation log); 23:14 . . User account DarTar (talk | contribs) was created
« (diff | hist) .. r Pants; 22:46 . . (+2) . . Someone (talk | contribs) (Undo revision 58 by Someone (talk))

« (diff | hist) . . r Pants; 22:46 . . (-2) . . Someone (talk | contribs) (Undo revision 57 by Someone (talk))
« (diff | hist) .. r Pants; 22:46 . . (+2) . . Someone (talk | contribs)

« (diff | hist) . . r Pants; 22:45 . . (+11) . . Someone (talk | contribs) (Undo revision 55 by Someone (talk))
« (diff | hist) . . r Pants; 22:45 . . (-11) . . Someone (talk | contribs) (Undo revision 54 by Someone (talk))
« (diff | hist) .. Pants; 22:45 .. (+11) .. Someone (talk | contribs) (Undo revision 53 by Someone (talk))
 (diff | hist) . . Pants; 22:44 . (-11) . . Someone (talk | contribs) (Undo revision 52 by 10.0.3.1 (talk))
 (diff | hist) . . Pants; 22:40 . . (+11) .. 10.0.3.1 (talk) (Undo revision §1 by 10.0.3.1 (talk))

 (diff | hist) . . Pants; 21:50 . . (-11) . . 10.0.3.1 (talk) (Undo revision 50 by 10.0.3.1 (talk))

 (diff | hist) . . Pants; 21:49 .. (+11) .. 10.0.3.1 (talk) (Undo revision 49 by 10.0.3.1 (talk))

« (diff | hist) .. r Pants; 21:26 . . (-11) . . 10.0.3.1 (talk) (Undo revision 48 by Haifak (talk))

Source: Sarabadani (2016)

https://www.mediawiki.org/wiki/ORES
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Edit Patrolling

® ClueBot NG is an anti-vandalism
bot that automatically reverts
vandal edits based on content
(Geiger et al,, 2013)

e Combination of a Bayesian and a
neural model allows reverting
thousands of damaging edits in
a few seconds

® Vandals tend to be more
involved in edit wars, while
benign users are more likely to
participate in discussions
(Kumar et al,, 2015)

Average accuracy

Variation of accuracy by taking first k edits

— VEWS
— VEWS+CLUEBOT NG
— VEWS+STIKI+CLUEBOT NG

5 10 15 20
k: Number of edits from beginning

Source: Kumar (2015)

https://en.wikipedia.org/wiki/User:ClueBot NG
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Edit Patrolling: Example

& Notlogged in Talk Contributions Create account Log in

Special page Search Wikipedia Q
N User contributions Qep
WIKIPEDIA
‘The Free Encyclopedia For ClueBot NG (talk | block log | uploads | logs | filter log)
Main page v Search for contributions

Contents
Featured content

Current events (newest | oldest) View (newer 20 | older 20) (20 | 50 | 100 | 250 | 500)

Random article « 18:21, 16 November 2019 (diff | hist) . . (+1,370) . . N User talk:2601:151:4503:7190:9DD5:2812:90B2:1548
Donate to Wikipedia (Warning 2601:151:4503:7190:9DD5:2812:90B2:1548 - #1) (current)

Wikipedia store « 18:21, 16 November 2019 (diff | hist) . . (-36) . . m Space Race (Reverting possible vandalism by

Interaction 2601:151:4503:7190:9DD5:2812:90B2:1548 to version by InternetArchiveBot. Report False Positive? Thanks,
Help ClueBot NG. (3673534) (Bot)) (current) (Tag: Rollback)

About Wikipedia « 18:20, 16 November 2019 (diff | hist) . . (+1,374) . . N User talk:2605:A000:1418:471B:696B:865C:53A0:57D4
Community portal (Warning 2605:A000:1418:471B:696B:865C:53A0:57D4 - #1) (current)

Recent changes
Contact page

* 18:20, 16 November 2019 (diff | hist) . . (+9,695) . . m Generation (Reverting possible vandalism by
2605:A000:1418:471B:696B:865C:53A0:57D4 to version by Rainalot1. Report False Positive? Thanks,

Tools ClueBot NG. (3673533) (Bot)) (Tag: Rollback)
£ Atom « 18:08, 16 November 2019 (diff | hist) . . (+1,339) . . N User talk:50.101.204.188 (Warning 50.101.204.188 -
User contributions #1) (current)

Logs « 18:01, 16 November 2019 (diff | hist) . . (+1,374) . . N User

View user groups
Upload file
Special pages
Printable version

talk:2A00:23C4:4A10:AC00:8570:C931:BD5D:305F (Warning
2A00:23C4:4A10:AC00:8570:C931:BD5D:305F - #1)

Source: Wikipedia (2019)
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WotC: Wrap-Up

e WotC aims at large-scale content creation, but
the data are usually quasi-structured

e Automated quality assurance and curation save
editors’ time

® Tune the false positive rate so it does not
banish the (new) users

® Veracity is a serious issue, novel techniques are
required (Esteves et al, 2018)

Source: bamenny (2016)
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Section 3

Microtasks
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Microtasks (uT)

In pT, requesters create and list batches of small jobs termed Human
Intelligence Tasks (HITs), which may be done by the general public (Wang
et al, 2013a).

Crowd Paid contributors (usually)
Task Data annotation, verification, evaluation
Requester Paying customer (usually)
Platform Website with HITs

Examples: reCAPTCHA, Common Voice, etc.

One HIT is usually performed by multiple annotators.
Annotation results are then aggregated.
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Example: reCAPTCHA

reCAPTCHA is a crowd-powered optical character recognition (OCR) system
(von Ahn et al, 2008b).

® Gives the user two words: the one
for which the answer is not known
and a second “control” word for

which the answer is known ieﬂcm?ing :
fioing.

e Achieves an accuracy of 99.1% vs.
81.3% of a standard OCR as of 2008

e |f the first two human guesses
match each other and one of the
OCR’s predictions, they are
considered correct

Source: BMaurer (2007)
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Example: Search Relevance Evaluation

amazonmechamcal turk . Amazon Requester Inc. |

Artificial Artificial Intelligence Your Account HITs Qualifications vailable now

All Qualifications | Qualifications Assigned To You | Pending Qualifications

HITs | 0.00 I (s0)

Timer: 00:00:42 of 15 minutes Finished with this test? ~ Some other time, perhaps?

Cancel

Geography test
Author:  Amazon Requester Inc.
Retake Delay: Qualification Value: 0

Relevance Evaluation
Instructions

Please evaluate the relevance of the following text fragment.

Is the following text relevant to Anderra?
Tourism, the mainstay of Andorra's tiny, well-to-do economy, accounts for more than 0% of GDP. An estimated 11.6 million tourists visit annually, attracted by Andorra's duty-free
status and by its summer and winter resorts.

© Irrelevant

" Marginally relevant

& Fairly relevant

" Highly relevant

Source: Alonso et al. (2008)
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Microtask Platforms: Managed

® Amazon Mechanical Turk (aka MTurk or AMT),
https://www.mturk.com/

® Appen, https://appen.com/
® Scale,https://scale.com/
® Toloka, https://toloka.ai/

There are dozens of them!
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Microtask Platforms: On-Premise

Berkeley Open System

for Skill Aggregation (BOSSA),
https://boinc.berkeley.edu/trac/
wiki/BossaIntro

PYBOSSA https://pybossa.com/

Mechanical Tsar (Ustalov, 2015a),
https://mtsar.nlpub.org/

prodigy, https://prodi.gy/

And much more!
Source: Ustalov (2015a)
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Microtask Platforms: Discussion

Managed Platforms On-Premise Platforms
Pros: Pros:

<+ Crowd is already “offered” <+ Self-hosted

<+ Reliable and battle-tested <+ Customizable

<+ Maintained by a third party

Cons: Cons:
= Paid = No crowd
= Task adjustment is required = Self-hosted

= Competition between requesters = Lack of support
= Maintained by a third party
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Quality Control in Microtasks

Quality Issues:
® Task design
® Spam
® Reliability Ghoose shape

Choose colour...

Source: Finnerty et al. (2013)
Means for quality control:
e Task representation and decomposition

Annotator pre-selection
® [nter-annotator agreement
® Answer aggregation
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Task Representation and Decomposition

e Split a complex HIT into a sequence of
several simpler HITs

e Use post-acceptance when annotators
review each others’ answers '

® Apply computational approaches for
self-evaluation

Source: rawpixel (2017)

Dr. Dmitry Ustalov (Yandex) Crowdsourcing for Language Resources May 22,2021



Case Study: Soylent |

Soylent is a plugin for a popular word processor that crowdsources
copy-editing of a text using the Find-Fix-Verify pipeline
(Bernstein et al, 2010).

Find Fix Verify
Soy'L ent 11 Soylent—is, a prototype...
i 11 Soylent is—a prototypes...
— Jr— a prototype... V/Soylent is a pretetypetest...

Source: Bernstein (2020)

Find-Fix-Verify is useful as a generic design pattern
for open-ended tasks (not just text-centric ones).
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Case Study: Soylent [l

Automatic clustering generally helps separate different kinds of
records that need to be edited differently, but it isn't perfect
Sometimes it creates more clusters than needed, because the
differences in structure aren'timportant to the user's particular editing
task. For example, if the user only needs to edit near the end of each
line, then differences at the start of the line are largely irrelevant, and
itisn't necessary to split based on those differences. Conversely.
sometimes the clustering isn't fine enough, leaving heterogeneous
clusters that must be edited one line at a time. One solution to this
problem would be to let the user rearrange the clustering manually,
perhaps using drag-and-drop to merge and split clusters. Clustering
and selection generalization would also be improved by recognizing
common text structure like URLs, filenames, email addresses, dates,
times, etc.

Automatic clustering generally helps separate different kinds of
records that need to be edited differently, but it isn't perfect
Sometimes it creates more clusters than needed, because the
differences in structure aren't relevant to a specific task. |
Conversely, sometimes the clustering isn't fine enough, leaving
heterogeneous clusters that must be edited one line at a time. One
solution to this problem would be to let the user rearrange the
clustering manually using drag-and-drop edits. Clustering and
selection generalization would also be improved by recognizing
common text structure like URLs, filenames, email addresses, dates,
times, etc.

Source: Bernstein (2020)

Variations of Soylent:
e Shortn for text simplification
® Crowdproof for proof-reading
® Human Macro for arbitrary tasks
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Case Study: Soylent Il

Shortn
® Five examples of texts, each between one and seven paragraphs long
e Median processing time is 18.5 minutes
® Revisions are 78-90% of the original document length
® 104 out of 137 suggestions are accepted at the Verify step
Crowdproof
e Five input texts in need of proofreading, 49 errors in total
® Median processing time is 18 minutes
33 out of 49 errors are caught by the crowd
29 out of 33 caught errors are accepted on the Verify step

Human Macro

e Five different tasks, e.g., change tense (past — present), etc.
e 88% intention success rate
e 30% of the results contained an error
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Annotator Pre-Selection

! Gold-based quality assurance:
pre-annotate a portion of the dataset
to estimate the annotator accuracy
(Oleson et al, 2011)

® Profile the annotators: recommend
them a HIT in advance as according to
their interests (Difallah et al,, 2013)

e Evaluate the behaviour traces:
pre-classify the annotators by their
online activity on the platform (Gadiraju
et al, 2019)

Source: McGuire (2015)
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Online Behaviour Analysis

Gadiraju et al. (2019) recorded behavioural traces of annotators
in two kinds of HITs:

e content creation (solving CAPTCHASs)
® nformation finding (Question answering)

Answer accuracy and annotator motivation are checked against the
recorded traces: mouse, keyboard, scrolling events, etc.
A fine-grained typology of crowd annotators:

® Good Annotators (DW, CW)

e Cheaters (FD, SD, RB)

® |nexperienced Annotators (LW, SW)

These traces are used as features for annotator type prediction
using a random forest classifier.
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Online Behaviour Analysis: Results

Good Annotators are accurate and usually (but not necessarily) fast;

cheaters are the fastest, but they have the lowest accuracy.

Most informative features are:

® mouse activity

® window management activity

task completion time

gold questions

Pre-selection allows increasing accuracy of the annotation results and

helps providing additional training for inexperienced annotators.
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Case Study: Topic Models and Intruders |

Topic modeling algorithms are statistical methods that discover the themes
that run through the words in texts.

Internet portals
begin to distinguish
among themselves
as shopping malls

Red Light, Green
Light: A
2-Tone L.E.D. to
Simplify Screens

Stock Trades: A
Better Deal For
Investors Isn't
Simple

TOPIC 1 computer,

technology,
system,
service, site,
phone,
internet,
machine

Forget the

TOPIC 1 Bootle TOPIC 2
e, g, Just
TOPIC 2 m:r:Ip‘:::?ua. "TECHNOLOGY" Download the "BUSINESS"
a;vni.lmnm Movie Legally
e Multiplex Heralded
consumer As Linchpin To
Growth
TOPIC 3

TOPIC 3
"ENTERTAINMENT"

Source: Boyd-Graber (2014)

® How to evaluate such an unsupervised model?
® Chang et al. (2009) proposed intruders
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Case Study: Topic Models and Intruders ||

How do topics match human

1/10
Concepts? floppy  alphabet computer processor memory  disk
° Present a Set Of Words and aSk to |zn/'\(tlocculc education  study  university school student
select the intruder word which -
does not be[ong to the rest Illmg\usncs actor film comedy director  movie
fcf, /10
° COmPUte the mOdel preCISIon as |‘1<]:|m1>: island bird coast  portuguese mainland

the fraction of annotators

agreeing with the model Source: Boyd-Graber (2014)

How do topics match documents?

6710 - = = - - - - DoucLAS_HOFSTADTER _ _
® Present title and excerpt, select i’ﬂ“‘yh‘k:\':y"ﬁ.‘“!’”h“k.i‘d |
the intruder topic that does not | ity "“‘"“‘s‘ht"\f“;'.liz'm::'"“”"‘““"“ :
belong here suten school ™ sy i seach iy iene e
human life scientific  science  scientist experiment  work idea
* Compute the topic log odds as S
the agreement between the
model and human judgements Source: Boyd-Graber (2014)
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Case Study: Topic Models and Intruders Il

® |ntruders reveal discrepancy in data using controlled distortion
® Human judgements do not have to correlate with the machine ones
® (an be used in different setups

New York Times Wikipedia
0.80+
=
0.754 %
T
g
& Model
0.704 » |5
. S - cm
—_— .
— - LDA
0.65+ ’; - pLsI
.
- -— S — N f
10 ':;;—40—0 —T— T | e [ umber of topics
— e « 50
g . 100
-157 — 5 @ 150
— E
— 8
—_— a
T —o o
-20- N £
T ——
25 -
T T T T T T T T T T T T
-7.32 -7.30 -7.28 -7.26 -7.24 -752 -750 -7.48 -7.46 -7.44 -742 -7.40

Predictive Log Likelihood

Source: Boyd-Graber (2014)

Dr. Dmitry Ustalov (Yandex) Crowdsourcing for Language Resources May 22,2021 38/77



Case Study: Topic Models and Intruders IV

e A similar microtask-based evaluation
scheme for distributional semantic
classes by Panchenko et al. (2018a) Toples:

« vegetable
« fruit
[city#2 ] [ food#o | | fruité1 | . Added - crop

A e . . ; . .
Removed "~.,.I\./||ssmg For these topics we have the list of the following words:
Wrong . p‘each
— « pineapple
Fpple#z | mango#0]| | pear#0 | [mangosteen#0] .

« watermelon
cherry

e Accuracy is the fraction of tasks where  ‘jacey

annotato rs CorreCtly identiﬁed the ;el;catct:e words that are non-relevant for the topics above:
intruder e
e Badness is the fraction of tasks for E::fk{;
which non-intruder words were selected
Accuracy Badness Kripp. « Source: Panchenko et al. (2018a)
Clusters 86% 25% 0.588

Hypernyms 92% 21% 0.655
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Answer Aggregation

e Every HIT is usually Wi | Wy | Wz | W
performed by multiple t; | NN NN | NN
annotators t; | NN | VBP | VBP | NN

e How do we select the right ts | VBP | VBP | VBP | NN
answer? 14 VBP | NN NN | VBP

° Majprlty Vote (MV) is an wi lwy | ws | wa A
obvious, but robust strategy
(Sheshadri et al, 2013) t SN NN | NN || NN

® Ties must be broken t, | NN | VBP | VES | NN | NN

tz | VBP | VBP | VBP | NN || VBP
randomly t4 | VBP | NN | NN | VBP || VBP

e Can we have a better
solution?

Dr. Dmitry Ustalov (Yandex)

G [ NN [ VBP [ VBP [ NN
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Dawid-Skene Model

Dawid-Skene (1979) probabilistic model for medical examinations allows
estimating annotator error-rates even when true responses are not known.

® |nfers annotator confusion
matrices, label prevalences,
and true answers

I Uses the latent label
assumption in which each
task has only one correct
answer

e (Can be estimated both in
both analytical and
approximate forms

Dr. Dmitry Ustalov (Yandex)

W1 Wy W3 Wy A
t1 | NN NN | NN || NN
t, | NN | VBP | VBP | NN || VBP
t; | VBP | VBP | VBP | NN || VBP
t4 | VBP | NN | NN | VBP || NN

G [ NN [ VBP [ VBP [ NN

Crowdsourcing for Language Resources
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Dawid-Skene Model: Parameters

We have K annotators, I tasks, J classes (labels), and responses:

O 1, if wg answered j for t;,
K 0, otherwise

Parameters:
e label prevalences p € RI”I
e annotator confusion matrices 7(¥) ¢ RI/IxI/| for each k € K
e true answers T € RI/IxI7I

The likelihood of full data is

1> o I T

iel \jeJ keKleJ
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Dawid-Skene Model: Estimation

We use the expectation-maximization (EM) algorithm that converges to a

local optimum for estimating model parameters iteratively.
E-step:

E)\p(®)
o PillenThe, ()
ij = ()
ququ erK HZGJ( ( )) i
M-step:
k
A0 _ e Ty ny)
T = k
2ied Zzel Ty ”gl )
ZGZI ZleJ il

A good initialization strategy for T;; is Majority Vote.
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Dawid-Skene Model: Algorithm |

Input: K annotators, I tasks, J classes
matrix n®) ¢ {0, 1}1<1] for k € K
Output: class probabilities 7" € [0, 1]171%17]
Sercniy

1. Ty for alliel,jeJ > Initialize with MV
Ykek lEanl

2: while 7" changes do

3. forallj € Jdo > Each true label

4: forall k € K do > Each annotator

5 forall/ € J do > Each observed label

~ (k) i1 Lij ngf) i i
6 Ty & Confusion matrix for annotator k&
Z:lEJ Zzel i 1l
7: D Dicr ZlTJ - > Prior for true label j
€ z
8 mp TP > Use estimates for = and p

Continued on the next slide
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Dawid-Skene Model: Algorithm Il

2: while T" changes do > Continue the while loop from line 2
9: forallj € Jdo > Each true label
10: foralli € I do ) > Each task
11: Ty — 2 e ies ()" ) > Answer for task i
ZQEJ Pq erK HleJ(“;IlC))n”
122 T+« 1T > Use new estimate for T’
13: return T

> 7 and p are also useful

Aggregation: A; = arg max;c;T;; foralli € 1
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Dawid-Skene: Example

W1 W) W3z Wy NN VBP
t; | NN NN | NN t, | .82 | .18
t | NN | VBP | VBP | NN ty | 23| 77
tz | VBP | VBP | VBP | NN ts | .12 | .88
ty | VBP | NN | NN | VBP ty | 96| .04

G [ NN [ VBP [ VBP [ NN

f® This is an example using the Dawid-Skene (1979) model
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Dawid-Skene Model: Discussion

® (Can be used for repeated
labeling (Sheng et al, 2008),
dynamic pricing (Wang et al, ose

2 01 3 b Majority Voting —6—
), etC Expectation Maximization —@—
Iterative Algorithm —#—

* Implementations: SOUARE T
(Sheshadri et al, 2013), 2 of
spark-crowd (Rodrigoetal, £ |
2019), Crowd-Kit, etc. E
e Alternatives: GLAD (Whitehill T
et al, 2009), KOS (Karger et al, b
2014), and many others (Zheng Number of assignments per task ()

et al, 2017; Paun et al,, 2018)

® No algorithm can do better than
Majority Vote if the response
quality is low

Source: Karger et al. (2011)
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Case Study: RUSSE'2018 bts-rnc Dataset |

RUSSE’2018 was the second instance of the

Russian Semantic Evaluation shared task > 2% P
(Panchenko et al, 2018b). I e P
. . . . - '-1 .’,.‘l‘ -l ot *\‘7“ 41 “‘,; |
® Word Sense Disambiguation: given a ;;'o:‘ w;::‘c; D s S \Z‘ :
word in a context, predict its meaning b et G £
dzlc:éyg \‘Z{b‘?’\oﬁ\f‘:’ )
® No gold standard was available, P%e o 0y ‘
. A »
so we created it almost from scratch °‘~*’,u“"ﬁ ’
® bts-rnc: sense inventory of the Large "' p;
Explanatory Dictionary of Russian i/
e A subset of this dataset was annotated ! * .
using crowdsourcmg Source: Buissinne (2016)

https://russe.nlpub.org/2018/wsi/
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Case Study: RUSSE'2018 bts-rnc Dataset Il

Setup:
® 9 annotators per context
® |imited annotation speed and number of answers per annotator
® Dawid-Skene aggregation algorithm
Pipeline:
@ Choose 20 words and sample their contexts
@ Prepare 80 manually-annotated contexts for training
©® Annotate 2 562 contexts on the platform
@ Tip for feedback and error reports
© Manually curate the aggregated results
Results:
e Annotation took 35 minutes
e Krippendorff's a = 0.83
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3anuTb B GaHku. BaHku cpa3y xe 3aKpbiTb KpbilLKaMu 1
cTepunuaosate 8 MuHyT. KaBauku c sénokamu

HeGonbLioii pecropat
Henoapensii N0, ynoTpeBnsemsiii & nuuy

OropoAHOe PaCTEHMe C KpyHBIMA IPORONTOBATIMMA NNOAAMU

apveprapp 6bicTpo cnycTuncs B ospar. Henpuatens,
BCTP i OT HaC I P’ v rpagomMm
PYXeliHbIX NyNb, kKak BKONaHHbIA OCTAHOBMNCS Ha BbICOTE.

ATMOCIEPHbIE OCBAKM B BUAE NbANHOK
MHOXeCTBO, OBnMe, NOToK Hero-n.

opon

Buiiituv  Mponyctuts

Case Study: RUSSE'2018 bts-rnc Dataset Il

9:47 / 0,005

0,00$ WHcTpyKums W I

Tocka, TO OH Wwen k CemeHbIdy 1 OTNPaBNANCs BMECTe C HUM B
Ka6ayoK . Yepes nonvaca, MHOTO Yepes 4ac, 06a 3akaabiuHbie
BbIXO[WM OTTyAA YXe roToBbIMK. [lepxacs

HeBonbwwoi pectopat
Heno3pensiit nnoa, ynotpeGnsemsiii  nuy

OrOpOAHO. PACTEHHE C KpYMHLIMI MPORONTOBAT MM MIOAGMA

4vCna HacTan CBUPErbift LTOPM, AYBLUNIA YXKaCHBIMM, BUXPIO
nozoGHbIMKM NopbiBamMu ¢ AoXAeM 1 FPaAOM . Byps cusi ¢
OAMHAKOBOK XECTOKOCTBIO CBMPENCTBOBANa BO BECH AeHb. B
cue Bpems

ATMOC(DEPHbIE OCAAKN B BUAE MbAUHOK
MHOXecTao, oBunve, noTok 4ero-n.

Topon

Omnpasuts

Source: Panchenko et al. (2018b)

Dmitry Ustalov (Yandex)
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Case Study: RUSSE'2018 bts-rnc Dataset IV

e (Curation was required due to
the importance of the dataset

e Other datasets and the rest of

bts-rnc were annotated

by a team of linguists

® Quality comparable to the
experts was reached in a
fraction of time

Source: Panchenko et al. (2018b)

The dataset is available for download:
10.5281/zenodo.1117228 (CC BY-SA).
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Case Study: Teleboyarin

Websites are not the only available medium.

Try something else?

® |nstant Messengers (IMs) are an obvious choice

® Modern IMs offer a feature-rich API

® Mobile IMs are growing fast and the crowd is already there!
e “Chatbots with a Purpose”

Teleboyarin is a chatbot proof-of-concept that offers the Mechanical Tsar
annotation functionality to IM (Ustalov, 2015b).
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Case Study: Teleboyarin

Which one?
duplicates ;45
COBNajaloT N 3HaUeHMs!

CHHo! KX PSAOB
9 » 1

Ba 248
Your answer has been recorded!
CoBrnafatoT 1 3HaueHs
CMHOHUMUWYECKNX PAAOB «KBUHTET,
KBUHTET UCNONHUTENEH, KBUHTETHBIN»
W «<KBUHTET, KBUHTETHbIN»?

/Stop 9248

Thank you for your help!

f? This is an example from Ustalov (2015b)

Dmitry Ustalov (Yandex) wdsourcing for La
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Pairwise Comparisons

Not every microtask satisfies the latent label assumption!

bl ? h
e QOtherwise, relax the

assumptions and employ What is better?
pairwise comparisons for
aggregation

e Sometimes the task is too
difficult or implies gathering
subjective opinions

e Try decomposing your task into
simpler ones with
post-acceptance, if necessary
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Bradley-Terry Model

Bradley-Terry (1952) probabilistic model predicts the outcome of a paired
comparison.

e Establishes ordering in the set
of n € N data items di | dp | ds | ds | ds
dq 12 0|1
® Does not rely on the latent label d 7 7 11 0
assumption di ) 0 1
® Answers must be in the ds [ 1] 2 [ 1 2
win-matrix form M;; € Z+, i, j ds 12013

® Matrix should represent a
connected simple graph
(some variations relax this
requirement)

d4 won only one comparison with d,,
so Mio = 1,but My = 2
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Bradley-Terry Model: Estimation

Suppose that we assign a score of p; = exp(f;), 5; € R to each item.
Then, we estimate the probability that item i ranks higher than item j:

. . bi
P(i>j)=
( ) Pi +pj

We can obtain an analytical solution using the majorize-maximization
(MM) algorithm by Hunter (2004). The likelihood of full data is

n n
>N (MijInp; — MijIn(p; + )
i

Initialize each p; randomly, compute the total number of item wins w, and
perform updates until convergence:

-1

o = w; Z M;; + Mj; i = P
. (2 . . 1 T n /
i Di + Py Zj:l p;
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Bradley-Terry Model: Pseudocode

Input: n € N items, win-matrix M e Z+™*"
Output: item scores p;,V1 <i<n

1. T+ M ' +M > Number of comparisons per item
2 w; Z?:1 M;;foralll <i<n > Number of wins per item
3. Z < Q< > n x n matrix for partial sums
4: p+ 1" > Vector of length n filled with 1s
5. while p changes do

6: P+ po1™" > Broadcast p as n x n matrix

]"i.
7. Ziyi+— —2 —foralll1 <i<n,1<j<nifT; >0
ij Pz“‘P] St=n,1l>7=n ij
-1
8: p'/i — w; <Z§L:1 Zl]) forall1 <i<n
. , p; -

9:  p; ST foralll <i<n
10: return p
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Bradley-Terry: Example

M| dy | dy| ds | ds | ds T |dy|dy|ds|dslds
d; 1201 ds 3 3[1]3
d, | 2 2 [ 1] 0 d, | 3 43
ds | 1 | 2 0| 1 ds | 3 | 4 112
de | 1 | 2 | 1 2 de | 1| 3| 1 5
ds | 2 | 0| 1] 3 ds | 3 2|5

p|l12|.16|.12].31].29

wl 4]5[4]6]s

f# This is an example using the Bradley-Terry (1952) model
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Bradley-Terry Model: Discussion

® Allows aggregating results in cases
where the latent label assumption is not
met

® Requires a proper sampling scheme to
avoid excessive comparisons
(Vitter, 1985)

® Quality control is less straightforward,
but annotator pre-selection and specific @
control tasks should work fine :

e Implementations: btmm in MATLAB® Source: Adamovich (2015)

(Hunter, 2004), BradleyTerry2 (Turner
et al, 2012), Crowd-Kit, etc.
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Microtasks: Wrap-Up

e A good task design should be
accompanied with a proper quality
control

® You are not alone: always listen to the
feedback from the annotators and
reward them

e Be very careful about assumptions,
agreement, and clarity

e Crowdsourcing platforms usually offer
means for quality control
(Daniel et al,, 2018)

e Task design is done manually, but there
are automation attempts Source: Alexas_Fotos (2017)
(Bragg et al, 2018)
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Section 4

Games with a Purpose
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Games with a Purpose (GWAPs)

In GWAPs, annotation tasks are designed to provide entertainment to the
human subject over the course of short sessions (Wang et al, 2013a).

Crowd Volunteers
Task Data annotation, verification, evaluation
Requester Volunteers
Platform Custom-made multiplayer video game

Examples: ESP Game (von Ahn et al, 2004), Phrase Detectives (Poesio et al,
2013), Ka-boom! (Jurgens et al, 2014), Infection (Vannella et al, 2014), etc.
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Example: ESP Game

® |Image annotation is hard, so
how about crowdsourcing it?

[N The ESP Game - Netscape 6

0:11 2100
® The Extrasensory Perception e W EOF G soore

(ESP) Game by von Ahn et al.
(2004) was the historically first
GWAP to go online

® Two players have to propose

tags for the given image
without using taboo words

Taboo Words Your Guesses
MAN HAT
BEARD

Pass
Type your next guess: | ‘

Source: von Ahn et al. (2004)

® Mutual agreement indicates the
success

e 85% of the words for each image
would be useful in describing it
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Case Study: Infection |

Thie infected ar everywherel: Even warse, some infected appear - -
normal and are trying to sneak in!" [nfected have a bad memary, so

. we've devised a password system. You shout the following word and
* BabelNet is a la rge-sca le survivars should reply with something related:
multilingual knowledge : medicine

base (Nav|g[| et al, 2012) The science and art of treating and healing.

* How do we improve the
coverage of the LR?

f someone says something random. they're infected!
Take them out before they reach the city and kill everyone.

® Ask people for more words, Yaou are our last hope.
but how to keep this useful? S

Source: Vannella et al. (2014)
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Case Study: Infection Il

Level: 3 Pass. : Medicine Survivors to Rescue: 10 Life: o o=
;
Score: 0

Kills: 0

W longitude
BANT S

&

L4

radiology. b

Source: Vannella et al. (2014)

e Shout a word related to the given word (medicine)
® |f someone says something random, they are infected!
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Case Study: Infection IlI

® Free version of the game yields high-quality annotations with no
direct cost (game development is not a direct cost)

® Paid GWAP is slightly less cost-efficient than pT on CrowdFlower
® Volunteers make less mistakes and provide more consistent answers

Infection (Free) Infection (Paid) CrowdFlower

# of Players 89 163 1097
# of Annotations 3150 3355 13764
N-Accuracy 71.0 65.9 n/a
Krippendorff's o 0.445 0.330 0.167
G.S. Agreement 68.1 61.1 59.6
Cost per Annotation - $0.022 $0.008

Source: Vannella et al. (2014)
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Case Study: OpenCorpora Gamification |

® GWAPs are hard to develop, but we can
use gamification techniques in pT

e OpenCorpora aims at creation of a large
annotated corpus for Russian (Bocharov
et al, 2013)

® Freely-available texts are processed by
a morphological analyzer, dubious
examples are then annotated by
humans on a custom uT platform

® Volunteers are invited to perform
microtasks to address ambiguity

Source: Finnsson (2017)
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Case Study: OpenCorpora Gamification |l

OpenCorpora

PagMerka | PoRUTeNbHbIii — BUHATENbHbI

Cnacy6o, 4to Ham. He , GyasTe [ —

ECT Bb1 He yBEpeHs, MPONYCIaViTe MpUMep.

TpeHaceTTepoB € ny

poAUTENbHbLIN BUHUTENbHBI|

T apnnatel TOM-MEHeAKepoB

poANTENbHbIA |  BUHUTENbHBI

! wos BUHYECTEPOB 51 3acTasy

poaunTe i BUHUTENbHbIN

npy 416 AEBENONEPOB +2 apxw

POAUTENbHBIN BUHUTENbHBIN

3aTparthl Ha onnaty Tpyaa TOM=MEHEeAXePOB BBC , craHer acHo

poavTenbHbIi BUHUTENbHbIA [lpyroe Mpol
Xouy eLé npumepos! Cnacubo, focTaTouHo

Source: http://opencorpora.org/tasks.php

age Resources

owdsourcing for La
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Case Study: OpenCorpora Gamification Il

e Annotators can form a team
or contribute individually

® An average teammate
provided 26 more
annotations than an average
individual contributor
(Ustalov, 2015¢)

® The largest team had 170 !
highly-motivated annotators Source: Ustalov (2015c)
who contributed 76 559
answers

density

Unlike GWAPs, gamification is relatively easy to implement
and might be a useful tool for attracting annotators.
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GWAPs: Wrap-Up

e (Creating GWAPs is difficult, but
they attract the annotators

e Better when they are free

® Quality control is similar to T,

but also requires anti-cheating
mechanisms

e Gamification is a useful option
for both WotC and uT (just do
not abuse this technique, please)

® Generic patterns exist (von Ahn
et al, 2008a)

Source: Amos (2011)
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Section 5

Conclusion
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Which Genre to Choose?

? Can you afford paying the annotators?
I Microtasks (MTurk, etc.)

? Can you spend much time on software development?
I Games with a Purpose or Volunteer-based Microtasks

? Are you aiming at producing the content rather than annotating it?
I Wisdom of the Crowds (Wiki, etc.)

? Is there no way to represent the task for non-experts to solve it?
! Invite or train the experts, if possible
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Conclusion

e Crowdsourcing is a great tool for data
collection and processing, especially in
NLP tasks

® |tis a two-sided process
with humans on both sides

® Not covered here:
active learning (Yang et al, 2018),
the role of bots (Zheng et al, 2019),
user embeddings (Han et al, 2020),
text aggregation (Li, 2020), etc.

Source: Free-Photos (2016)
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Courses and Tutorials

® Practical Crowdsourcing, https:
//www.coursera.org/learn/practical -crowdsourcing

® Crowdsourcing & Human Computation,
http://crowdsourcing-class.org/

e Data Collection and Processing with Crowdsourcing,
https://compscicenter.ru/courses/crowdsourcing/

o Efficient Data Collection via Crowdsourcing,
https://research.yandex.com/tutorials/crowd/

® Crowd-Powered Data Mining,
http://dbgroup.cs.tsinghua.edu.cn/ligl /kdd/

e Crowdsourcing Linguistic Datasets,
https://esslli2@16.unibz.it/?page_id=346

Dr. Dmitry Ustalov (Yandex) Crowdsourcing for Language Resources May 22,2021 74/77


https://www.coursera.org/learn/practical-crowdsourcing
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Journals, Conferences, Books

Journals:
e (CSCW,Journal of Collaborative Computing (Springer)

Conferences:
o HCOMP, AAAI Conference on Human Computation and Crowdsourcing

CSCW, ACM Conference on Computer-Supported Cooperative Work

OpenSym, International Symposium on Open Collaboration

LREC, Conference on Language Resources and Evaluation

HILL, ICML Workshop on Human in the Loop Learning
® Crowd Science Workshop at VLDB & Seminar

Books:
® The Practice of Crowdsourcing (Alonso, 2019)
® The People’s Web Meets NLP (Gurevych et al, 2013)
e Crowdsourcing (Howe, 2009)
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https://www.springer.com/journal/10606
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https://www.icml-hill.com/
https://crowdscience.ai/conference_events/vldb21
https://www.meetup.com/crowd-science-seminar/

e Wikimedia,https://www.wikimedia.org/

® SQUARE (Sheshadri et al,, 2013),
http://ir.ischool .utexas.edu/square/

® TREC Crowdsourcing Track,
https://sites.google.com/site/treccrowd/

® Appen Open Source Datasets,
https://appen.com/resources/datasets/

® Toloka Public Datasets, https://toloka.ai/datasets
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Thank Youl!

Questions?

Dr. Dmitry Ustalov

Crowdsourcing Research Group
Yandex, Saint Petersburg, Russia
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